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1 Doelstelling

De student kent de basisbegrippen en werkingsprincipes van belangrijke hedendaagse
datacommunicatiesystemen (LAN, Internet, cellulaire netwerken, industriéle netwerken) en kan een
netwerk dimensioneren.

2 Competenties

Bachelorcompetenties Ba Comp-Matrix
kent het gelaagde communicatiemodel en kan hedendaagse protocols hierin situeren KI3
kent de basisbegrippen van datacommunicatie KI3

kent de algemene werkingsprincipes van datacommunicatiesystemen en kan deze | KI3
herkennen in hedendaagse protocols

kent de werkingsprincipes en uitvoeringsvormen van LAN netwerken Ki3
kent de voornaamste internetprotocols Ki3
kent de basiswerkingsprincipes van cellulaire netwerken Ki3

kan op basis van de basisbegrippen van datacommunicate en de algemene | AVZ, V1, OV1,
werkingsprincipes van datacommunicatiesystemen de werking van ongekende protocols | SV1
onderzoeken

kan relevante verschillen en gelijkenissen tussen protocols identificeren AV2, OV1

ir. J. Meel Datacommunicatie 1




3  Inhoud

Datacommunicatie bestudeert het proces van overdracht van data tussen twee of meer enfiteiten (computers,
dienstenterminals). Data kan een brede waaier aan informatie voorstellen: gedigitaliseerde spraak of beelden,
meetresultaten, een computer bestand, .... Waar historisch een telecommunicatienetwerk werd ontwikkeld voor
een specifieke dienst (telefonie, TV-distributie, computerdata, ...), is er nu een tendens om binnen een netwerk
meerdere diensten te integreren.

Communicatiesystemen worden omwille van hun complexiteit opgesplitst in lagen. Basisbegrippen van
datacommunicatie worden aangebracht, belangrifke standaarden worden bestudeerd en praktisch geillustreerd.

In Datacommunicatie wordt het volledige OSl-model geintroduceerd, maar blijft de gedetailleerde uitwerking
beperkt tot de Jagen 1 t.e.m. 4, met andere woorden van de fysische laag tot en met het TCP/IP-protocol.

ir. J. Mesl

Inleiding tot datacommunicatie
1.1 evolutie van netwerken (telefonie, TV, data) naar ISDN, ATM
1.2 basishegrippen

- Gelaagd communicatiemodel { OSI en TCP/IP)

Data transmissie

3.1 asynchrone vs. asynchrone transmissie

3.2 technieken wvoor duplex (2 richtingen) en meervoudige toegang op eenzelide
medium

3.3 bronnen van data en hun frequentieinhoud (spectrum)

3.4 degradatie van het signaal door het transmissiemedium

3.5 basisband en banddoorlaat transmissie

Transmissie media (UTP, STP, coax, fiber)

Standaard interfaces

5.1 serieel (RS-232)

5.2 parallel (IEEE 1284)

Data link protocol

8.1 karaktergeoriénteerd (BISYNC)

8.2 bitgeoriénteerd (HDLC)

LAN netwerken

7.1 topologie (ster, ring, bus)

7.2 medium access control (MAC)

7.3 |EEE 802 standaarden

Internet protocols (TCP/IP protocol stack)

8.1 Internet Protocol (iP) en routing

8.2 Transmission Control Protocol (TCP) en User Datagram Protocol (UDP)

Cellulaire netwerken

9.1 2G systemen: GSM en CDMA (15-95)

9.2 2+G systemen: EDGE, GPRS

9.3 3G systemen: UMTS

Datacommunicatie 2
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High-Level Data Link Control
HDLC
(1ISO 33009, ISO 4335)

* synchronous

* bit-oriented

» connection-oriented

« full-duplex

* transparent-mode

* point-to-point, multipoint, multidrop

DATACOMMUNICATIE - High-Level Data Link Control protocol (HDLC) 2
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Configuration

Unbalanced
(point-to-point)

Unbalanced
{multidrop)

Balanced
(pointto-point})
(fuli-duplex}

1. Basic Characteristics

¥ Responses

Station Frames Station
e Commands — ,
. Primary - I~ »|. Secondary |

' Responses ' ' '

S— Commands

S :I.:I:r:|‘:“.=“'“.y
TResponses
Se:co'ndary : Sécondary

Combined | ~,nmonds Responses Combined
L ': paswsn—r7£ £ e > L
. Primary - - Secondary-

R Secondary — P T Primary
: Responses Commands o

Stations

* Primary: controls the operation of the link, only one active at a time
» Secondary: controlled by the primary station, muftiple active at a time

Frames

* Commands: frames from Primary to Secondary (P/F bit = Polf)

» Response: frames from Secondary to Primary (P/F bit = Final)

Link Configurations

» Unbalanced: One primary and one (point-to-point link) or more
(multipoint link) secondary station

* Balanced: Two combined stations (point-to-point link)

DATACOMMUNICATIE - High-Level Data Link Control protocol (HDLC)
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Operational
e 1. Command (P/F =poll =1) Modes
i Primary. — -Secondary |
T 2. Response (P/F=0) ... -
Response (P/F = final = 1)
Normal
Response
S 1. Command (P/F = polf =1, Secondary 1) Mode
PAmary. . fe—— (NRM)
T2. Rasponse (F/F=0) ... synchronised by P
Response (P/F = final = 1) unbatanced
- Secondary 1 ._Secondary 2
- ; Asynchronous
Combined | commands Responses | Combined Balanced
L Primary.- O] :
Ridtliinalifs Secondary (ABM)
‘Secondary A R - Primary . not synchronised
- | Responses Commands balanced

Operational Modes (Transfer Modes)
* Normal Response Modes (NRM):
- Used with an unbalanced configuration.
- The Primary may initiate data transfer to a Secondary.

- A Secondary can only transmit after receiving a polf command (P/F=1)
addressed to it by the primary. It may than send a series of responses, but
after it indicates a final response (P/F=1), it cannot fransmit any more until it
receives another poll.
« Asynchronous Balanced Mode (ABM):

- Used with a balanced configuration (point-to-point).

- Either end can initiate transmission without waiting for a polf command from
the other end (asynchronous). P and F bits must still be paired. That is, a P bit

set by a Primary station must be paired with an F bit received from a
Secondary station.

« Asynchronous Response Mode (ARM):
- Used with an unbalanced configuration.

- Rarely used.

- With one Primary and one active Secondary (selected by the Primary} either
active station may initiate transmission at any time {(asynchronous) without
waiting for a poll (P} or final {F} bit.

DATACOMMUNICATIE - High-Level Data Link Control protocol (HDLC)

19/05/2008



ir. J. Meel - DE NAYER instituut

2. Frame Format

= Djrection of transmission

Start-Of-Frame information Frame Check End-Of-Frame
delimiter Frame Header Field Sequence delimiter
bits g 8/16 816 OtoN 16/32 8

RN : o A e e
- Flag:- | Address| Control Information |- FCS. " | Flag.

— F.FCS.info.C.A,.F —

~ Primary_ | ‘Secondary,

...... TR — * hit
F.A,.C.Info.FCS.F

» frame = basic transmission unit
« same format for data and control messages («» BSC)

DATACOMMUNICATIE - High-Level Data Link Control protocol (HDLC)
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1101011111110101 j

Bit Stuffing

zero bit
insertion

|

T flag::
g I+

opening flag qlgﬁi.ng flag
Flag frame content (A,.C,1,FCS) Flag:
01111110 01111110

can be opening flag
for the next frame

i“ 1101011111110101 l

1| abort

insert [tr delete

11111x zero hit
ol deletion

01141110 711010171110110101 01111110}
1

frame-synchronisation = the receiver hunts on a hit-by-bit basis for the flags
data transparency = the flag is not present in the frame content {flag uniqueness)
arbitrary bit patterns can be inserted into the information field

1

DATACOMMUNICATIE - High-Level Data Link Control protocol (HDLC}
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Pitfalls of Bit Stuffing

TPy

--011111001 - -

bit inverted

. Flag

Flag:

0111110
frame splitting

01111110

" Flag-

" Flag.

bit inveried

011111117 -~

g

frame merging

DATACOMMUNICATIE - High-Level Data Link Controf protocol {(HDLC)
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8/16 Balanced: Command destination address (secondary),
Add but not needed (poini-to-point link})
T€SS|  Unbalanced: Secondary station address (always), only 1 Primary
one or more (group)} secondaries {point-to-muitipaint link)
- Command (8} ——
- Primary — ‘Secondary-i
basic address ' Response (Si)
4 56 7 8
1_ 23 data-link address
I 1 ! not used for routing

(done by network layer)

extended address (for large networks, recursively, prior agreement)

12 3456 7 8 9101112131415 186 8.n
o], o] | [ |
—— extended address fields t last octect

broadcast address (for all secondaries)
123 45678

(e el ]a ]

Unbalanced
The address field always contains the address of the secondary.
Multipoint link

« On a multipoint link there may be several secondary stations, but only one primary is
allowed and cannot change. Every secondary station is assigned a unique address.
Whenever the primary station communicates (send/receive) with a secondary, the
address field contains the address of the secondary. This identifies the only station
that can vary. Command frames are always send with the receiving station’s address.
Response frames are always sent with the sending station’s address.

» Grotip addresses can be used to address several stations.

« A broadcast address can be used to transmit a frame to all secondary stations on the
fink.

* An exfended address format is available, in which the actual address is a multiple of
7 bits. The first bit of the final address field octet is one, while the first bit of each
preceding address field is zero, so the extended address field is recursively extendible,

DATACOMMUNICATIE - High-Level Data Link Control protocol (HDLC)
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— 16./32 — FCS = Frame Check Sequence
UECST | Cyclic Redundancy Check (CRC-CCITT/CRC-32)
16
Generation Address| Control Information '1-111-1'111’1'1111_111
Y
Address| Control Information, CRCT=CBC-CCITT
Transmission Link no bit errors
Checking Address| Control information :__CIRIC'F'{ L
=G
r
Address| Control| Information | 0001110100001111

The Frame Check Sequence is a 16-bit (32-bit) CRC for the complete contents
enclosed between the two flag delimiters. The generator polynomiat used with HDLC
is normally CRC-CCITT (16 bit) or CRC-32 (32 bit}.

The FCS generation procedure is enhanced to make the check more robust. In the 16-
bit case, 16 ones (instead of zeros) are added to the tail of the dividend prior to
division, and inverting the remainder. This has the effect that the remainder computed
by the receiver is not all zeros but a special bit pattern - 0001 1101 0000 1111,

DATACOMMUNICATIE - High-Level Data Link Control protocol {(HDLC) 9
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B/16

Control The control field identifies the type and the function of the frame.

I-frame: Information-frame — sequence numbers (CO) = multiple frame mode
— user information (layer 3) and piggyback ACK
S-frame: Supervisory-frame  — sequence numbers (CO)
—» error and flow control (ARQ)
U-frame: Unnumbered-frame — no sequence numbers {CL)
— link management and link information (L2 + Ul=L3)

Control
I-frame Flag Address! 0 | NsyN®) | User-info (L3) :::-f F|CS | Flag
S-frame :'f'FIég" Address{1.0 N® ECS Flag
U-frame | Flag | Address|1 | 1 ControkInfo (L3)| ~ FGS | Flag:

The conirol field identifies the function and the purpose of the frame.
I-frame (C, = 0)

Information frames are used for data transfer of layer 3 information in a connection
oriented (CO) way: multiple frame mode (frames are numbered and acknowledged). For
this purpose send N(S) and receive N(R) sequence numbers are included. The data may
be of any length and may consist of any code or grouping of bits.

S-frame (C,C, = 10)

Supervisory frames are used for error and flow control and hence contain receive
sequence numbers N(R) for acknowledgment.

U-frame (C,C, = 11)

Unnumbered frames are used io transfer control/data information in a connectioniess
(CL) way. They do not contain sequence numbers,

N(S) and N(R): sequence numbers that support error and flow control,
* N(S) = send sequence number

Cnly for I-frames. The number of the frame being transmitted, to uniquely identify the
frame.

* N(R) = receive sequence number

For both | and S-frames. The number of the next frame the receiver expects, used for
acknowledgment.

DATACOMMUNICATIE - High-Level Data Link Controf protocol (HDLC) 10
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Iframe | o5 N(S) P/F N(R) control field format

S-frame |1 0 S |PF :N(R): ~—— standard (8-bit) (N =3bit)

Uframe |1 1] M |PF M extended (16-bit} (N =7 bit)

1 2 3 4 5 6 7 8 e 110 11 12 13 14 15 16

H T 7 T T ¥ T H

Iframe | N(S) PIF . NR

1 2 3 4 5 6 7 8 g 0 11 12 13 14 15 16

T 7 7 H T T L L T F ¥

S-frame | 1 0 S X P/F N(R)

L ! i !. o I. - G L I..

I3 k

1 2 3 4 5 5 7 8 g 1 11 12 13 14 15 16

T H T T T T i T F ¥

U-frame | 1 1 M P/F M P/F X

| H ] 1 J [} ] i L

N({S) and N(R)} bit-length

* standard format

N = 3 bit. Sequence numbers can range from 0 to 7 {modulo 8).
Maximum send window is 7.

» exfended format

N =7 bit. Sequence numbers can range from 0 to 127 {(modulc 128).

Maximum send window is 127. In applications with very long links (satellite finks) or very high bit
rates, require a larger send window if a high link utilization is to be achieved.

PIF bit {poll/final)

In a command (sent from primary to secondary) the P/F bit is a poll bit used to request an
acknowledge from the secondary. The P=1 is used by a data link layer entity to solicit {poll} a
response frame from the peer data link entity.

In a response (sent from secondary to primary) the P/ bit is a final bit indicating the
acknowledge from the secondary and the end of a sequence of frames. F=1 is used by a data
link entity to indicate the response frame transmitied as a resuft of a soliciting (poll) command

S-bits {supervisor)

Indicate supervisory functions: RR(Q0), REJ(01), RNR{10), SREJ(11)}.
M-bits {modifier)

M-bits specify the unnumbered frame type (not all combinations used).
X-bits

reserved bits, setfo 0

DATACOMMUNICATIE - High-Level Data Link Control protocol (HDLC)
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Type Name C/R Description
E0 S IR Information’- " .:.3__"'(?:./& exchange'CO”USé'rmfo (L3):
RR Receive Ready C/ | positive ack (start Tx)
s RNR Receive Not Ready C/R | positive ack (stop Tx)
REJ Reject | Cfiz | negative ack, go-back-N
SREJ Selective Reject C/R | negative ack, selective reject
Link Management (Modes}
SNRM(E) Set N'osrn'ﬁa] Mode (EXtéhdéd) set NRM {N=3-bit; E:N=7-bit)

set ARM (N=3-bit; E:N=7-hit)

C | set ABM (N=3-bit, E:N=7-bit)
: terminate logic link connection
i _Unnumbered Acknowledge Q mode command accepted (CL)
U Dasconnect IVI_o_d_e_ : slave stays disconnected
Recovery
RSET Reset C |reset V(R) and V(8)
FRMR Frame Reject R | reports receipt of wrong frame
Data Transfer
Ul Unnumbered information C/rt | exchange CL ‘control info’ (L3)

Receive Ready (RR): positive acknowledge of received I-frames, N(R) not included; the receive
station is ready to receive

Receive Not Ready (RNR): positive acknowledge of received I-frames, N(R) not included; the
receive station is not ready to receive (busy)

Reject {REJ): request retransmission (=negative acknowledge) of all I-frames starting from N(R);
positive acknowledge of all previously received I-frames, N(R) not included

Selective Reject (SREJ): request retransmission of the single I-frame with sequence number
N(R)

Mode Set commands (SNRM, SARM, SABM): initialize [V(S)=V(R)=0] and establish a logical
connection with modulo-8 sequence numbering mode

Extended Mode Set commands (SNRME, SARME, SABME): initialize [V(S)=V(R)=0] and
establish a logical connection with modulo-128 sequence numbering mode

Disconnect command (DISC): logically terminate an established connection mode

Unnumbered Acknowledge response (UA): acknowledge receipt and execution of a Mode Set,
Disconnect, Reset command

Disconnect Mode response (DM): refuse Mode Set (station is logically disconnected)

Reset command {RSET): reset the send sequence variable V(S) at the transmitting station and
the receive sequence variable V(R) at the receiving station to zero

Frame Reject response (FRMRY): indicate and report to the transmitting station that invalid, non
recoverable conditions are detected: (1) invalid control field, (2} I-frame with an |-field that
exceeds the maximum length, (3) sequence number cut of order

Unnumbered Information command/response (Ul): send control information to one or more
stations, without an established connection {connecticnless, no N)

DATACOMMUNICATIE - High-Level Data Link Control protocol (HDLC) 12
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3. Protocol Operation

3.1 Link Management

3.1.1 Normal Response Mode (NRM)

Secondary Secondary (B)

V(8)=0 _ SNRM (B, p- ’
: | V{R)=0
' UA (B, F=1 L W(8)=0

V(R)=0

- Primary (A)

Primary disconnected [ Disc (B, P=1

B n
E=1) || Secondary discennected

Normal Response NMode {NRM})

+ Logic Connection Setup service {confirmed service)

In a multidrop link, an SNRM-frame is first sent by the primary station with the poll bit
set to 1 (P=1) and the address of the appropriate secondary (B) in the address field.
The secondary responds with a UA-frame with the final bit set (F=1) and its own
address (B) in the address field. Since this acknowledge does not relate to an I-frame, it
does not contain a sequence number (unnumbered acknowledge).

The setup procedure has the effect of initializing the sequence variables V(S) and V(R)
held by each station. These variables are used in the error and flow control procedures.

« Date Transfer

When the logic connection (= link} is setup (active), a connection-criented transfer of
numbered HHrames takes place.

« Logic Connection Clear service {confirmed service)

Finally, after all data has been transferred, the logic connection (= link} is cleared when
the primary sends a DISC-frame and the secondary responds with a UA-frame.

DATACOMMUNICATIE - High-Leve! Data Link Control protocol (HDLC) 13
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3.1.2 Asynchronous Balanced Mode (ABM)

Combined PIS {A} [ | Command-destination - Combined P/S (B)

V(8)=0 [k

AN B pey) ||
VIR)=0

- pm (B, F=1 Refuse setup
V(S)=0 _, SABM B, P=1
: V{R)=0

V(8)=0

|

i

VR)=0 ]

. ‘Bicﬁ‘iiﬂl" — Primary disconnected

Secondary disconnected

Primary disconnected —-%

— Secondary disobnnected'

Asynchronous Balanced Mode (ABM)

The procedure followed to set up a point-to-point link is the same as that used for a
multidrop link.

+ Logic Connection Setup service {confirmed service)

A SABM-frame is sent first. In this mode, both sides of the link may initiate the transfer
of I-frames independently, so each station is often referred to as a combined station,
since it must act as both a primary and a secondary. Either station may initiate the
setting-up of the link in the ABM mode. Station A initiates link setup in the given
example. The station B acknowledges the connection setup with an UA-frame. A
single exchange of frames sets up the link in both directions. The address field is used
to indicate the direction of the command frame (SABM/DISC) and its associated
response.

+ Logic Connection Clear service (confirmed service}

Either station may initiate the clearing of the link in this mode. In the given example
station B initiates the clearing with the DISC-frame. Station A acknowledges the
disconnection with an UA-frame.

If the receiver wishes to refuse a setup command in either mode, a disconnected
mode DAM-frame is returned in response {o the initial mode setting frame (SNRM or
SABM). The DiM-frame indicates the responding station is logically disconnected.

DATACOMMUNICATIE - High-Level Data Link Control protocol {(HDLC) 14
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3.2 Data Transfer

3.2.1 Definition and Function of Sequence Numbers/Variables

* N(S} = Send sequence number (I-frames}
= sequence number of the ‘current’ transmifted |-frame

« N(R) = Receive sequence number (I- and S-frames)
= acknowledge that I-frame sequence numbers < N(R) are received correctly

+ V(S) = Send sequence variable
= gsend sequence number N(S) of the ‘next’ I-frame to be fransmitted
-» incremented by 1 with the fransmission of each successive |-frame

* V(A} = Acknowledge sequence variable
= equals N{S) + 1 of the last transmitted I-frame acknowledged by its peer
{'next’ |-frame expected o be acknowledged)
— updated by the valid N(R) received from its peer {in |- or S- frame]

* V(R} = Receive sequence variable
= send sequence number N(S) of the ‘next’ |-frame expected to be received
— incremented by 1 with the receipt of an error-free, in sequence I-frame
whose N{(8) equals V(R)

DATACOMMUNICATIE - High-Level Data Link Control protocol {HDLC) 15
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Transmission V(S)

; NT(S) .- .NT(R.’)' Information

-
Reception - V(R)
e, =?I
SV(8) o TMAY VR R
e e | MR NG(RY | Information
ol Fes=ok | TS " Y

1. Send frame with number N(S) = V(S)
2. Increment the send sequence variable V{S) after a successful transmission

Transmission

3. Check for a successful reception: V(R) = N(S) and FCS OK

Reception i ’ )
4. Increment the receive sequence variable V(R) after a successful reception

DATACOMMUNICATIE - High-Level Data Link Control protocol (HDLC) 16
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Reception V(A)
V)= VM eNGR) | VR 1
e ol NR(S) _SS(R): information
VSENRPVA) | haii—
Transmission V(R) piggyback
S 1 l_,_ackncw.'edge
Ve v | vRis | [ M) NiR) | information
= -"'N'R'(R) Supervisory
o 1, Send acknowledge in information or supervisory frame with Ni(R) = V(R)
Transmission ) ) . ]
2, The receive sequence variable V(R) is not incremented
. 3. Check Np(R), the number of the next I-frame the receiver expects
Reception )
4. For a correct N{(R), ali frames with numbers < Ng(R) are acknowiedged

DATACOMMUNICATIE - High-Level Data Link Control protocol (HDLC)
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Transmission V(S)

VSTV

. NT(?'). Information

Reception V(R)

V(A)
piggyback
] _acknowledge

VS VA NGRI | VRIS | bl
Y A e

NaR)

Information .

_—

S V(SENGRPVA) | FesmOK |
T ViR = )

W = available Tx Buffer Space

V(S) UTB = V(S) — V(A)
V(A) Used Tx Buffer

Tx Buffer
Capacity

: NR(R) Supervisory

B

. Flow Control .
W= 0 transmit |-frames

W = K - UTB = active flow control window

DATACOMMUNICATIE - High-Level Data Link Control protocol (HDLC)
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3.2.2 Normal Response Node (NRM) - Half-Duplex
Primary (A) Secondary (B)
vis) VA) VR v(S) VIA) VR |
0 0 0 [ = 0 0 0
i s N{S}=V(R) -» frame accepted
2 81, ) =gy 1
— N{§}=V(R) - frame accepted
: RR (N(R)=2) - 2
N{R)=2 -» I(0}, (1) ackrowledged r_’_,_,”"'//’
2 2
3 | 'IN(S}:Z N(R) =0]
i ] N{8)=V(R) — frams accaptad
i{ RR (N(R)=3) 3
N{R)=3 — 2) acknowiedged L/
3 :

DATACOMMUNICATIE - High-Level Data Link Control protocol {HDLC) 19
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Busy Condition {Flow Control)

Primary {A) Secondary (B)
s Ve VR | vS) VA VR
4 2 0 Ll 114 g 0 0 4

5 5\

. f N{8)=V(R) — frame accepled
Station B not ready 5
; RNR 5 stop |-frame transmission

s N{R)=§ -» {4) acknowledged

1 4

* Poll the status of the busy station £_| RR (0, P=1)
periodically (limeoul mechanism)
= I—* Station B siilf not reagy
RNR (5, =1
i
Poil the status of the busy station RR (0 P"T)
— [=* Station B read
RR 5, E=1 [ Station B ready
—
6 15 0

DATACOMMUNICATIE - High-Level Data Link Control protecol (HDLC) 20
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Reject Error Recovery {Go-back-N)

Primary (A} Secondary (B)

e e ViR | Vs VA VR |

0 . 0 0 ____ 1[0, 0] 0 0 0

1 \ f
11 I, 0] s  N{S)=V(R) - frame acceplad

2 |, !

FCS=NOK — frame corrupted
] [2, 0] {N(R)=?, discard}

]

N{SV(R) — frame out-of-crder
{discard)

REJ (1)
N{R)=1 > H0) acknowledgad //
Raset V(5) to N(R}

1
Retransmit (1), K2) u__'[TO}\
-— ][2, 0} = N{5)=V(R) — frame accepled
%: N{5)=V(R) — frame accepted
N{R)=3 —» I{1), I{2) acknowledgad 4——/
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Timeout Error Recovery (Go-back-N)

Primary (A)

ViS)  V(A) viR) |

5 5 0
6

Transmit last |-frame
Poll for respanse of station 8

7
Timeout

Poll for status of station B
{checkpointing! P—F)

N(R}=6 - I(5) acknowledged
Reset V(8) to N(R}
6

Retransmit last Lframe (6}

7

N(R)=7 — i{6) acknowledged [}

7

115, 0)
][6' 0, P:‘TJ

RR (0, p=1)

RR (6, F=1)

][6, 0, P:'I}

RR {7, F=1)

Secondary (B}

ws)  via) VR

0 O 5

N{5)=V(R) —» frame accepled
6

FCS=NOK — frame corrupted
{N(R)=7, discard}
wait for frame 1(6)

Response: wait for frame 1(8)

N(S)=VIR) — frame accepled
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3.2.3 Asynchronous Balanced Mode (ABM) - Full-Duplex
Piggyback Acknowledge

Combined P/S (A)

vs) VA V(R)gt

Combined P/S (B}

vis) VA VR |

0 0 0 o 0 o
1
1
2
™ N{S}=V(R) - frame acceptad
N{8)=V(R) — frame accepted ot
1 N{S)=V(R} — frame acceple%
: 4 N{S)}=V(R) — frame accepted
N{R}=1 — I{C) acknowledged 3 3
o 1 2

N{R)=3 — I{1}, {2) acknowledged [
5 B

AW

N(R)=1 > I{0) acknowledged
1 4

4

!

N(R}=3 > {1}, {2} acknowledged |/
3 5

N(R)=4 — 1{3) acknowlsdged
4 4

acknowledge
1[N(S),N{R)] = RR{N(R))

Piggyback acknowledge

A technique to return acknowledgment information across a full-duplex {two-way
simultaneous) data link without the use of special (acknowledgment) messages. The
acknowledgment information relating to the flow of messages in one direction is
embedded (piggybacked) into a normal |-frame (data-carrying message) fiowing in the
reverse direction: M(R) = receive sequence number,
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1. LAN Protocols

Network layer
Logicalliok | ... { UTTTTC
control 802.2
IEEE | “jpogi-e-c-  Data 150
802 edium access | g573 | | so24 | | 8025 | | sozin f  Tinklayer reference
control modet
Physical Physical layer
Transmission medium  §

802.2 = Logical link controf protocol

802.3 = CSMA/CD

802.4 =Token bus > Mediwm access contro! protocols
802.5 = Token ting

802.11 = Wireless

The various protocol standards for LANs, which deal with the physical and link layers
in the context of the 1SO reference model, are those defined in IEEE 802 (IEEE =
Institute of Electrical and Electronics Engineers). This standard defines a family of
protocols, each relating to a particular type of MAC {Medium Access Control) method.
The basic MAC standards fogether with their associated physical media specifications
are contained in the following |EEE standards documents:

« I[EEE 802.3: CSMAJ/CD bus
+ [EEE 802.4: Token bus
« [EEE 802.5: Token ring
« |[EEE 802.11: Wireless
The relevant ISO standards are the same except an additional 8 is used: iSO 8802.3.

Although each MAC standard is different in its internal operation, they all present a
standard set of services to the logical link control (LLC) layer, which is intended to be
used in conjunction with any of the underlying MAC standards. In general, the various
MAC and physical layers are normally implemented in firmware in special-purpose
integrated circuits.

With a LAN the network, LLC, and MAC layers are peer (end-to-end) protocols, since
there are no intermediate switching nodes within the network.

The MAC and LLC layers collectively perform the functions of the 1SO data link.

The LLC protocol is based on HDLC. In almost all LAN installations, only send-data-
with-no-acknowledge connectionless protocol is used. Al data is transferred using the
unnumbered information (U1) frame.

DATACOMMUNICATIE - LAN (Local Area Networks) 2
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2. Ethernet - IEEE 802.3

2.1 Physical

2.1.1 Medium
Characteristic Speed Maxiumum  Nodes Mediumn Topology
Segment per

Length segment

10 BASE 5 10 Mbps 500 m 100 50 € coax Bus
(=10 mm=Thick}
10 BASE 2 10 Mbps 185 m 30 50 Q) coax Bus
{$=5 mm=Thin}
1T0BASET 10 Mbps 100 m - UTP Star

History

The Ethernet LAN design was created in the mid-1970s as a result of experimental
work performed by Xerox Corporation. Based on its popularity, Ethernet became a
defacto standard. Digital Equipment Corporation (DEC), Intel and Xerox [DIX]
proposed the adoption of Ethernet as an IEEE 802 standard.

The IEEE 802.3 committee has been active in defining alternative physical
configurations. This gives the user flexibility, but makes things complex.

To distinguish the various implementations that are available, the committee has
developed a concise notation:

<data rate in Mbps> <signaling method> <maximum segment length in n . 100 meters>

10 BASE 5

10 = 10 Mbps transmission rate
BASE = baseband operation

5 = 500 meters per segment

This is the original 802.3 medium specification and is based directly on the Ethernet.
10 BASE 5 specifies the use of 50-chm coaxial cable with N-connectors and uses
Manchester digital signaling. The maximum length of a cable segment is set at 500
meters. The length of the network can be extended by the use of repeaters. A repeater
is fransparent to the MAC level;, as it does no buffering, it does not isolate one
segment from another. So, for example, if two hosts on different segments attempt to
transmit at the same time, their transmissions will collide. To avoid looping, only one
path of segments and repeaters is allowed between any two hosts. The standard
allows a maximum of four repeaters in the path between any two hosts, extending the
effective length of the medium to 2.5 kilometers.

DATACOMMUNICATIE - LAN (Local Area Networks)
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@) DTE
2.1.2 Topology Commanication
subtem daisy chain
o preu T
Bus Topology Cosal sable segmedis (500 m / 185 m) (} ™~ Repeater s
(10 BASE 5/2) & T Tucrntnator (50 0)

legatd ! ng raffactions!

{ransceiver unil

L]

Communication
subsystem

) —————»kx X >(: Data ]
Collision
»l e Ioioooccmmn

Jabber | Pransceiver
Cosxial — control cably

czble

Data.

Control

Power
Farh

10 BASE 2

To provide a lower-cost system than 10 BASE 5 for personal computer LANs, the
specification 10 BASE 2 was added. A thinner, thus more flexible, 50-ohm coax (RG
58) is used with a cheaper BNC connector (thin Ethernet, cheapernet). This cable
supports fewer taps over a shorter distance than the 10 BASE 5 cable.

The coax must be terminated with a 50 ohm terminator at each end of the cable.
Also Manchester signaling is used.

In the ‘daisy chain’ topology a piece of thin coax is connected to the BNC T of a
computer. This piece of coax is then attached to the BNC T on the next computer in
line. The BNC T at the very end of the segment is the only one that should have a
terminator.

In the daisy chain topology, if anyone incorrectly removes a thin Ethernet coax from
the BNC T connector on the back of their computer, the entire segment will stop
working for alt other computers!

Because they have the same data rate, it is possible to combine 10 BASE 5 segments
and 10 BASE 2 segments in the same network, by using a repeater that conforms to
10 BASE 5 on one side and 10 BASE 2 on the other side. The only restriction is that a
10 BASE 2 segment should not be used to bridge two 10 BASE 5 segments because a
"backbone" segment should be as resistant to noise as the segments it connects.

Transceivers on coaxial cables should be able to read and write on a single pair of
electrical conductors and detect the superposition of signals on the bus (collision),
while at the same time disturbing the impedance of the medium to which they are
attached as little as possibie.

DATACOMMUNICATIE - LAN (Local Area Networks) 4
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&) . Hab

Repeater eleclronics
Rx!Tx!Rx:Tx|Rx:Tx

hub = multiport repeater

Star Topology
(10 BASET)

uTE drop cable

, {cat 3} )
physical star K \ . 2 UTP pairs

?' : % {< 100 m)

l MAC unit I MAC unit” [ MAC umit

DTE DTE DTE

&

repeater hub

:3 Ag crossover wiring
logical bus i
:gﬂliséogx_.g § g i i § straight through wiring

10 BASET

By sacrificing some distance, it is possible to develop a2 10-Mbps LAN using the
unshielded twisted-pair (UTP) medium. Such wire is often found prewired in office
buildings as excess telephone cable and can be used for LANs. The 10 BASE T
specification defines a star-shaped topology. A simple system consists of a humber of
hosts connected via a point-to-point link to a central point, referred to as a muitiport
repeater {hub) or concentrator. The central point accepts input on any one line and
repeats it on alf of the other lings. Each link consists of two unshielded twisted pairs.
Because of the high data rate and the poor transmission qualities of unshielded twisted
pair, the length of a link is limited to 100 meters. As an alternative, an optical fiber lnk
may be used. In this case, the maximum length is 500 m (10 BASE FP).

10 BASE T was designed to allow segments of approximately 100 meters in length
when using ‘voice grade' twisted-pair telephone wiring that meets the EIA/TIA category
3 wire specifications, The EIA/TIA cabling standard recommends a segmeni length of
80 meters between the termination equipment in the wiring closet, and the computer.
This provides 10 meters of cable allowance to accommodate patch cables at each end
of the link, signal losses in intermediate wire terminations on the link, etc.

While the 10 BASE T system is designed to use voice grade telephone cable
{category 3) that may already be installed, many sites choose to install higher quality
category 5 cables. These higher quality components work well for 10 BASE T and also
provide a good signal carrying system for the 100 Mbps Ethernet media systems.

For transceivers operating on point-to-point links a collision corresponds to a situation
of simultanecus transmission and reception (easier to detect than on coax). An
imperfect adaptation does not necessarily harm the communication,
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2.1.3 MDI (Medium Dependent Interface = Connector)

’Acoax (RG 58)

10 BASE 2 E— 7 | oMo
{bus)
stub <4 cm
male
RJ-45
pin number | signal
1 Tx+
RJ-45 UTP (cat 3} 2 Tt
3 Rx+
4 unused
10 BASET 5 unused
6 Rx-
(star) 7 unuxsad
8 unused

Crossover wiring
is mostly done
in & multiport hub

straight through wiring

crossover cahle

10 BASE 2

To make an attachment to a thin Ethernet segment, the ‘female’ BNC connector of the
host is attached to the male end of a BNC T connector. The other two female ends of
the BNC T make a physical and electrical connection to the thin Ethernet segment.

The standard notes that the length of the “stub” connection from the BNC (MDI) on the
NIC (Network Interface Card) to the coaxial cable , should not be longer than 4 cm, to
prevent the occurrence of signal reflections which can cause frame errors. While
longer stub cables may seem to work, they actually create signal reflections (standing
waves) which result in frame errors. This increases the number of retransmissions and
decreases the throughput.

10 BASET

This system uses two pairs of twisted wires, which are terminated in an 8-pin (RJ-45)
connector. Thus 4 pins of the RJ-45 connector are used.

When connecting two UTP NICs together over a segment, the transmit data pins of
one RJ-45 connector must be wired to the receive data pins of the other, and vice
versa. The crossover wiring may be accomplished in two ways: with a special cable or
inside the hub.

For a single segment connecting only two computers the signal crossover can be
provided by a special crossover cable, with the transmit pins on the RJ-45 plug at one
end of the cable wired to the receive data pins on the RJ-45 plug at the other end of
the crossover cable and vice versa.

For muiltiple segments in a building it's much easier to wire the cable connectors
"straight through” and to do all the crossover wiring at one point in the system: inside
the multiport hub (recommend by the standard, the port shouid be marked with an X).

DATACOMMUNICATIE - LAN (Local Area Networks) 6
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2.1.4 Signals - Line Code
data 1 o 0 1
Manchester 1 y [
single ended driver, DC
ov
coax 1 : :
-2V
asymmetrical cable
+1V dual ended driver, no BC
UTP 3 L 2 v .
-1V symmetrical cable
T, = 100 ns be careful with polarity!
« clock encoding (mid-bit transitions) — long frames
« increased bandwidth — redundancy (error checking)

Manchester linecode

This is a code in which 1 is represented by a rising edge and 0 by a descending edge
in the middle of a bit period T, (100 ns). Thus, it cannot be read correctly by inverting
the direction. The Manchester code guarantees one transition {rising or descending
edge} per clock pulse, which is equivalent to transporting a synchronization signal. The
DC component is always constant and may therefore be chosen to be zero. The signal
spectrum is bunched between 1/T,, {10 MHz) and 2/T, (20 MHz) with zero power at
frequency zero, but it has a total width twice that of the NRZ (Non Return to Zero). The
code has an efficiency of 50% since two levels are used to encode one bit of data.
This code may be viewed as a code in phase (-n/2, = /2) of the signals fo be
transmitted, which also explains why it is called a biphase code.

The code used by baseband Ethernet is always of the Manchester type, whether on
coaxial cable, twisted pair or fiber optic cable. However, the electrical levels are
different;

* For coax the DC component is non-zero and the signal varies between 0 and -2 V.
* For UTP the signal is symmetric and varies between £ 1V,

The Manchester code carries a polarity {the 1 and the 0 are distinguished by the
direction of the edge), which implies that care must be taken not to invert the two
conductors. This is easy when working on a coaxial cable (where the pair is naturally
asymmetric), but is less straightforward for symmetric twisted pairs.

DATACOMMUNICATIE - LAN (Local Area Networks) 7
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2.2 Frame Format

Ethernet interframe
gap
{EEE 802.3 > 9.6us
S N s Type
preamble | F Destination ource Data + PAD FCS
D Address Address Length
Y byte 1 byte 6 byte 6 byte 2 byte 46-1500 byte 4 byte
) 64-1518 byte

» SFD = Start-of-Frame Delimiter

» FCS = Frame Check Sequence

* bytes are transmitted on the medium in serial mode
fittle-endian: the bits of each byte are transmitted beginning with the LSB
respected for all fields, except for the FCS

The frame is the elementary structure used to circulate data on the network. 1t is
defined at the MAC level and follows a number of rules. For example, the fields
constituting it identify the transmitting host, the destination host, and the type of data
transported (indicated by the levet 3 protocol). It also has an elaborate CRC control
which is located in the last four bytes of the frame. Finally, the minimum and maximum
lengths are regulated. Firstly by the need to always be able to detect collisions the
length must be 64 bytes or longer. Secondly, by the desire not to transfer power to a
single host for too long a period, the length must be limited to 1518 bytes.

The transmission is in serial mode on the medium and the useful data, which is usually
represented in the form of 8-bit bytes, has to be arranged in a bit sequence. The bytes
are transmitted in order, that is, respecting the ordering used by the layer above. The
bits of each byte are transmitted beginning with the least-significant bit (0 or 1) and
ending with the most-significant bit (factor of 128 = 27).

DATACOMMUNICATIE - LAN (Local Area Networks) 8
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2.2.1 Preamble + Start-of-Frame Delimiter

10101010Q/1010101010101010{10101010/10101010;10101010{ 10101010 | 10701071

preamble SFD

preamble

* 7 bytes = 56 bits

* sequence of successive 1s and 0s {no specific information)

+ ‘clock’ synchronization: synchronization of the Rx clock on the Tx clock

Start-of-Frame Delimiter (SFD)

+ 1 byte = 8 bits

- continues the preceding seguence, except the last bit set fo 1

- frame’ synchronization: indication of the start of the first significant frame-byte

if a collision is detected during fransmission,
the transmitting host should continue to fransmit the complete preamble + SFD.

Clock Synchronization

The preamble precedes the frame and allows the receiver's clock to synchronize itself
with that of the transmitter (do not forget that the transmission mode is asynchronous}.
It is sent to stabilize the decoding circuits and, therefore, it is envisaged that part of the
preamble may be lost. Thus, it is considered normal for the first bits (up to 18 bits) not
to reach the layer above (MAC layer).

The preamble may be considered to be at the physical level, while the other fields of
the frame emanate from the MAC layer. The preamble consists of a sequence of
successive 1s and 0s (56 bits in length), and thus it does not contain any specific
information. There are only transitions in the middle of a bit period.

Frame Synchronization

The Starting Frame Delimiter (SFD) is eight bits long and continues the preceding
sequence, except that the very last bit is set to 1. This double 1 tells the receiver that
the actual frame is about to start and that the subsequent bits therefore comprise
significant fields of the frame. The double 1 introduces a transition at the start of a bit
period.

If a collision is detected during the transmission of the preamble or SFD, the
transmitting host should, nevertheless, continue to transmit the complete preamble.

DATACOMMUNICATIE - LAN {Local Area Networks) 9
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2.2.2 MAC Address
destination address 9 source address .
}3 E Manufacturer ID NIC 1D Manufacturer ID NIC ID
£ i I i i SN E— } L
11 22 24 24 24

- the two addresses have a simiiar (six byte = 48 bit long) structure:

- first three bytes identify the manufacturer of the Network Interface Card {NIC)

(Ethernet card) by a unigue worldwide code

- last three bytes give the manufacturer's number for the NIC (224 = 18M)
- each address is a unique identification of a NIC and thus of the host using the NIC
+ destination address: |/G = Individual (0} / Group (1} address

U/L = Universal (0} / Local (1) address (mostly U)
unicast {I/G=0], multicast (group) [I/G=1], broadcast (all = FF:FF:FF:FF.FF.FF) fi/G=1]

* source address: always unicast (single node) —» /G =0

Manufacturer 1D

00-00-0C Cisco 00-AA-00 Inte!
00-00-AA Xerox 08-00-2B DEC
00-20-AF 3Com 08-00-08 HP
00-60-8C 3Com 08-00-20 Sun
02-60-8C 3Com 08-00-5A IBM

The frame includes two addresses. The destination address is transmitted first,
followed by the source address. The Ethernet addresses are represented
conventionally in hexadecimal, with a hyphen (:) separating each of the six bytes. The
two addresses have similar structures. They are six bytes long with, for IEEE 802.3, a
possibility of using a two byte reduced format {which is very rare). The first three bytes
identify the manufacturer of the Network Interface Card (NIC) and thus the host in a
one-to-one fashion. The entries for these bytes are allocated to the manufacturers by a
unique worldwide organization (in this case, the IEEE), which ensures the consistency
of the system. The following three bytes give this manufacturer's number for the
connector card (256% = 16.78 million possibilities). Thus, the whole forms a unigue
number for each NIC and, by the same token, for each host with an Ethernet card.

Ethernet also allows one to reach several targets simultaneously. There is a choice of
transmitting to everyone (broadcast} or to a group of hosts (multicast). The broadcast
destination address is FF-FF-FF-FF-FF-FF in hexadecimal (which corresponds to a
sequence of 1s in binary). The group address has the property that the first bit
transmitted is set to 1 (or the first byte is odd), while the other bits of the first three
bytes are able to retain the number of the manufacturer whose hosts are targeted.
Thus, a group may consist of hosts from the same manufacturer.

A source address cannot have a group bit set to 1. Thus, its first byte is even.

In the IEEE 802 structure, the first bit of an address is termed the Individual/Group
{I/G) bit. However the second bit (6 byte address) transmitted also has a special
meaning and indicates whether the address is of a universal type (as described above)
or whether it is administered locally. In the latter case, the following 46 bits are chosen
by the user and are not necessarily the manufacturer and connector Card IDs. This
second bit is called the Universally/Locally (U/L) administered bit .

DATACOMMUNICATIE - LAN (Local Area Networks) 10
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2.2,3 TypelLength Field

Ethernet: Type

Type specifies the upper-layer protocol carried by the frame.

JEEE 802.3: Length

Length indicates the number of data bytes (FAD and FCS not included).

The data field has a length between 46 to 1500 bytes = (2E),, to (5DC),,

Protocol Types

0000-05DC  fength IEEE 802.3
0800 DaD P

0805 X.25level 3

0806 Ethernet ARP

8035 RARP Ethemet
809B AppleTatk

80D5 IBM SNA

814C SNMP

This two-byte field was defined in the Ethernet standard to indicate the type of level 3
protocol used to transport the message. This information could thus be used to switch
the frame towards the software (driver) adapted for its decoding.

However, the meaning of this field changed with standardization (IEEE 802.3, then
ISO 8802-3), and it now carries length information about the data field {the following
field), according to the standard. This length is not indispensable to the operation of
the receiver, since the start and end of the frame can be deduced from the end of the
preamble (two consecutive bits set to 1) and the fall in the carrier in the last bit;
moreover, the lengths of other fixed fields (addresses, type, FCS) are known. This
information is also of interest both when the data field is not entirely full (a case in
which it is desired to fransmit only a few bytes using a short frame) and to verify the
consistency between the total length of the frame received and the number of bytes as
given by this field.

How can Ethernet frames be distinguished from IEEE 802.3 frames on the network?
The two may coexist perfectly well, which is often the case in reality. The data field has
a length of between 46 bytes (with insertion of a PAD, if necessary) and 1500 bytes,
which makes 2E {or less, if there is a PAD) or 5DC in hexadecimal. Thus, if the
content of the field following the two addresses is greater than 5DC, it is determined to
be a type field and hence an Ethernet frame. Otherwise, it must be a length field and
an tEEE 802.3 frame.

The most common protocol types are listed.

DATACOMMUNICATIE - LAN {Local Area Networks) "
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2.2.4 Data and PAD
Data

Contains a Logic Link Control (LLC = |EEE 802.3) packet

« maximum length of 1500 bytes (frame of 1518 bytes) to prevent the consumption
of the network bandwidth by a single host and to reduce the Frame Error Rate

« minimum length of 46 bytes {frame of 64 bytes = 512 bits =51.2 us @ 10 Mbps)
to be able to detect collisions over the entire network

PAD
The PAD or stuffing sequence is only used to fill the data field to obtain a
minimum length of 46 bytes (frame of 64 bytes).

It consists of a sequence of meaningless bits placed after the data itself.
in IEEE802.3, the length field indicates the data length without the PAD.

46 byte data field

Length=x | Data (x < 46 byte} PAD (IEEE 802.3)

Data

The data field contains the LLC-level or the level-3 packet, thus it has no intrinsic
meaning as far as Ethernet is concerned (at the MAC level). The field is viewed as a
sequence of 46 to 1500 bytes, incorporated in the frame, and no attempt will be made
to interpret it. The only processing applied to the data will be the calculation of the
CRC.

Within an ISO architecture, the IEEE 802.3 frame will encapsulate an IEEE 802.2 LLC
packet.

If less than 46 bytes are provided by the layer above, the data field is filled out by the
PAD.

PAD

The PAD or stuffing sequence is only used {o fill the data field to obtain at least 46
bytes. It is therefore indispensable in completing the generation of a short frame from
a message consisting of only a few bytes. It consists of a sequence of meaningless
bits placed after the data itself.

in the case of Ethernet, the MAC level of the frame did not transport any information
about the number of data bytes. The differentiation between the useful bytes and the
stuffing therefore had to be provided by the upper layers. In [EEE 802.3, the length
field indicates whether the data field contains a PAD and gives its length {obtained by
subtraction).

DATACOMMUNICATIE - LAN (Locai Area Networks) 12
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2.2.5 Frame Check Sequence (FCS)

7byte 1byte Gbyle & byte 2 byle 46-1500 byte 4 byte

S o Type
Destination| Source Data + PAD FCS

address | address Len gth

Preamble | F

-+

interframe

calculation of FCS ) gap
> 8.6u5

« four-byte field placed at the end of the frame

« used for error detection (check the validity of the frame after receipt)
« CRC with a generator polynomial of degree 32

« transmission starts with the MSB first (big-endian)

2,2.6 Interframe Gap

+ obligatory 9.6 us interval between the fall of the signal occupying the medium
and the start of a new frame transmitted

« this silence {(absence of signal) allows the receivers to recover the rest state
of the medium (carrier sense) and enables a transmitter to take over

« 9.6 us @ 10 Mbps = 96 bits = 12 bytes

FCS

Frame Check Sequence (FCS) is a four-byte field placed at the end of frames which is
used to check the validity of the frame after receipt, up to a one bit. It uses a Cyclic
Redundancy Check (CRC) calculated using a generator polynomial of degree 32, It
covers the two address fields, the type/length field and the data (including PAD), and is
thus used by the receiving host to decide whether the frame is perfectly correct and
can be transmitted to the layer above (L.LC or level 3).

FCS is the only field of the frame to be transmitted beginning with the MSB.

Interframe Gap

A host cannot transmit all the frames it has to transmit one after the other. There is an
obligatory 9.6 us interval between the fall of the signal occupying the medium and the
start of the frame transmitted; this is known as the interframe gap, or spacing. This
silence allows the electronic circuits to recover the rest state of the medium (absence
of signal), and it may enable other hosts wishing to transmit to take over at that time. It
keeps any one transmitter from sending back-to-back frames so close fogether that is
able to maintain continuous contro! of the network. Due to the Medium Access Control
(MAC) method, all hosts can take their turn on a single network in which regular
exchanges between other equipment take place, with a relatively small delay.

DATACOMMUNICATIE - LAN (Local Area Networks) 13
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2.3 Medium Access Control (MAC): CSMA/CD

CSMA/CD = Carrier Sense Multiple Access with Collision Detection

source host

collision

every frame
is broadcasted

Broadcast Bus: the transmitted frame is received by every host

Half Duplex: only one transmitter active at a time

Multiple Access: a set of hosts send and receive frames over a shared medium (bus)
Time Division: one host transmits at a time

Random Access: no scheduled time for any host to transmit, first-come first-served
Collision: two hosts start transmission simultanecusly

All frame transmissions between all the hosts that are attached fo the LAN take place
over a shared bus and the CSMA/CD method is then used to share the use of the bus
in an equitable way.
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2.3.1 Collision
cause. 2 hosts start transmission simultaneously {(or at a sufficiently short interval apart)

collision”™
detection

collision
detection

propagata
collision
effect

prapagate
collision
effect

- Collision:
superposition

0 j‘—,—l__f_—l_ of two transmitted signals
on the same medium

The collision is the phenomenon resulting from the superposition of two signais on the
medium. The collision occurs if the two transmitters started up simultaneously (or at a
sufficiently short interval apart). This event is normally linked to and resolved by the
access method. However, its occcurrence should not exceed certain alarm thresholds
{for example, one collision per 1000 frames) otherwise the traffic flow will be harmed.
Suppose that two hosts wish to transmit a frame at the same time. They will sense the
medium and, assuming that it is free at that time, will both decide that they can act and
move simultaneously to transmit mode. What happens? Their signals are
superimposed and the two frames become invisible, even for the two addressees.

In fact, it is not necessary for the hosts to start the transmission at exactly the same
time. It is sufficient for the time separating the two transmissions to be less than the
fransmission time between their two points of attachment to the network. If this is the
case, it was quite possible for the two hosts to find the medium empty at the time they
sensed the carrier before fransmission. However, a conflict will arise after a delay of
less than the transit time separating them.

This event is acceptable if the transmitters are informed of it. Thus, they should be
able to detect this event which prevents correct reading of the signal at any point on
the medium. For this, it is decided to extend the collision sufficiently. In fact, the aim is
to ensure that the collision does not go undetected. Otherwise the network would be
incapable of detecting the problem which has arisen and would fail to recover the
frame or pass the information on to the layer above.
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Collision Detection »
fransmitting hosts

Coax “ Tx and Rx
2 m 4 urp simultaneous
. +
increased o L L L
DC component 2 A Tx 4{:Zﬁ>

+2

increased
Tx # Rx 2 Hvl 0 yoltage swing Rx —<1:<—
2

4

and voltage swing 1 other hosts
]

maximum length of the medium to prevent problems with attenuation of the signai

Jam

The transmitter that detects a collision during transmission

sends a sequence of 32 arbitrary bits (different from the CRCH

from the time the collision is detected.

In this way the collision is extended by 32 bits = 4 bytes (3.2 us @ 10 Mbps)
to assure that the rest of the hosts on the network is aware of this collision.

collision o
; 32 bit jam
detection / >
colfision
™ frame increased voltage swing

Collision Detection

The coaxial transceiver {10 BASE 5/2) detects the collision either because it cannot
read the bits it is transmitting correctly or because the continuous component of the
signal on the cable is greater than that for normal signal transmission (- 1V).

The UTP transceiver operates on a point-fo-point link. There can be no superposition
at the Tx host and the collision simply involves the detection of a reception during
transmission. At the receiving hosts an increased voltage swing is detected.

Jam

The jam is a signal with no intrinsic meaning. It assures elements that have detected a
collision on their transmissions that the rest of the network is aware of this collision.
This is simply implemented by making the coilision last at ieast 32 bit times, by
transmitting a sequence of arbitrary bits from the time the transmitter detects a
collision.

Teo avoid confusion, the value of these 32 bits should be different from the CRC, which
would correspond to the start of the frame already transmitted. In reality, the sequence
transmitted is always the same.

This signal is also called 'collision enforcement’, which is evocative of its purpose.
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2.3.2 Minimum Frame Length - Maximum Distance

no no
collision collision
defection

detection T -
R colfisian

A host can experience a collision not just at the start of a frame but after it has
transmitted a number of bits. The worst-case time delay - and hence maximum
number of bits that have been transmitted - before detecting that a collision has taken
place is known as the collision window and occurs when the two colliding hosts are
attached to opposite extremities of the bus, as is shown in the figure for hosts A and B,
The occurrence of an undetected collision is illustrated. The coillision is not visible for
the hosts A and B. They see the two packets pass one after the other.

In the figure, host A has determined that no transmission is in progress and hence
starts o transmit a frame. [rrespective of the bit rate being used, the first bit of the
frame will take a small but finite time to propagate over the transmission medium
determined by the length of the cable, d, and the signal propagation velocity, v. The
maximum length of the cable is set at 2.5 km (collision diameter). Assuming a velocity
vof 2 x 108 m/s = 1 m / 5 ns, the worst-case signal propagation delay time, T, going
from one end of the cable to the other, is given by: Tp = dfv = 12.5 ps. Just prior to the
first bit of the frame arriving at its interface, host B determines the transmission
medium is free and also starts to transmit a frame. After B has transmitted just a few
bits, the two signals collide and the collision signal then continues {o propagate back to
host A. Hence the worst-case time before host A detects that a collision has occurred,
2T, is 25 ps. In order to transmit the signal over this length of cable; the cable is made
up of five 500 m segments, all interconnected together by means of four devices called
repeaters. Each repeater introduces a delay of a few microseconds in order to
synchronize to each new frame. Hence the total worst-case time is set at 50 us or,
assuming a bit rate of 10 Mbps, after A has transmitted 10 Mbps x 50 us = 500 bits. A
safety margin of 12 bits is then added to this and the minimum frame size is set at 512
bits or 64 bytes/octets. This is called the slof time (in bits) and ensures that host A will
have detected a collision before it has transmitted its smallest frame.

DATACOMMUNICATIE - LAN (Local Area Networks) 17



ir. J. Mee] - DE NAYER instituut

Minimum Frame Length > RTT

J—: +— different Tx start time {worst case) —»

L 51.2 48

RTT .
L collision
detsction T . pm T collision

S— CG”'S'Dn dlameter = 2.5 km o 11 o 1111 o5 St 21 151 2 2 o 15 s ,.

RTT > 25 us @ 2.5 km + repealer delay

Slot Time = minimum frame length = 64 byte = 512 bit = 51.2 uys > RTT

There is a way of avoiding this type of event, which is difficult to manage. The time
taken to transmit a frame must always be greater than twice the signal propagation
delay time T, between the two points of transmission. This is called the Round Trip
Time RTT (2.Tp). Since the size of an Ethernet network is bounded (the number of
segments, transceivers and repeaters is limited, as is the maximum length of each
segment), the RTT for an Ethernet network should not exceed a fixed value (499 bit
times), and the corresponding minimum frame should consist of at least 512 bits {or 64
bytes, excluding preamble and SFD).

To ensure that the collision persists for sufficient time for it to be detected by host A,
on detecting the collision, B continues to send the jam sequence, a random bit pattern
of 32 bits.

With this constraint, all collisions last long enough to ensure that they are propagated
to the transmitters concerned, wherever these are located, which, when informed that
the last frame was lost, may then attempt to retransmit from their buffer, according to a
retransmission algerithm {describe later).

Remark: An elementary way of provoking collisions involves removing the impedance
adaptation plug or terminator at the coax end. Then any frame transmitied in the circuit
is reflected on the open circuit and collides with itself. This exemplifies the attention
which must be paid fo the cabling and fo its protection, since an untimely
disconnection of this 50 Ohm plug may block a network completely.
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2.3.3 CSMA/CD Transceiver

control out — validation ﬂ
data out Lf

jabber
_ __controf

length > 1518 bytes

0

medium

collision

control in «——
detector

carrier
sense

datain «—

Jabber Control

The jabber is a frame which is too long, that is, with a length greater than 1518 bytes.
Theoretically, this type of fault should never occur in a healthy network. However, the
original causes of instances in which the frame contains between 1500 and 3000 bytes
or several tens of thousands of bytes vary.

In the first case, it is a superposition of two long frames involved in an undetected
collision. The fact that a collision has not been detected reveals an important problem.
If the CD (collision detection) is no longer guaranteed, the Ethernet layers 1 and 2 can
no fonger guarantee the same quality of service.

In the second case, the packet probably does not have a frame structure and must be
produced by a defective component which has remained in transmission mode for far
too long. There will he a tendency to accuse low-level elements (transceivers,
repeaters, connector cards) rather than the software driver or the application used.
This is because the problem appears rudimentary and directly linked to the production
of the physical signals. This fault should be located and repaired quickly since it may
be very injurious for the network. It is clear that an element which takes over to
transmit for a long time blocks the network totally and unnecessarily for this time. I
inhibits or corrupts all other transmissions. The jabber control isolates the transmission
data path from the cable if certain defined time limits are violated. All frames
transmitted on the medium have a defined maximum length. If this is exceeded, the
jabber control inhibits further output data from reaching the medium.

Carrier Sense

Signals activity (transmission of frames) on the medium.

Collision Detect

Signals a collision of the transmitted frame with a frame transmitted by an other host.

DATACOMMUNICATIE - LAN (Local Area Networks) 19



ir. J. Meel - DE NAYER instituut 7 19/05/2008

2.3.4 CSMA/CD - Multiple Access Algorithm

Multiple Access (MA)

source host

4 _cofision  f]t.

—r
every frame
is broadcasted

1. Carrier Sense {(CS}. silence?
2. Transmit Frame

3. Collision Detect (CD): simultanecus transmission?

The CSMA/CD method is a particular version of the ALOHA type method, in which
every transmitter is free to manage its transmissions as a function of its needs and the
availability of the medium (random access).

When there is no traffic to transmit, the host remains silent and fistens to the activity on
the medium. (A host cannot determine the direction of the traffic.)

When the host needs to transmit one or more packets, it will act independently of the
others. It only knows the activity on the medium. Since each host has the possibility of
beginning a transmission autonomously at any time, the access method is distributed
and is said to be a Multiple Access (MA) method. Thus, the host observes the medium
in an attempt to detect a carrier (carrier sense, CS). If no frames are in transit (no
carrier), the medium is free. The host then starts to transmit. It continues to listen for
the result of its transmission for some time, in order to check that no other host has
behaved in the same way as itself at the same time.

In fact, two different hosts may start to talk simultaneously, after each has checked
immediately beforehand that no-one is transmitting. In this case, the signals interfere
and are lost to everyone, With coffision detection (CD), a host is able to detect a
contention problem at the time it transmits and to stop with the intention of resending
its packet later when it again has the right to talk. To minimize the risk of encountering
a second collision with the same host, each waits for a random delay period before
aftempting to transmit again. This reduces the probability of successive collisions
between a pair of hosts. However, so as not to saturate a network which is already
heavily loaded, the host will not attempt indefinitely to retransmit a packet if, on every
attempt, it finds itself in collision with another. After a certain number of fruitless
attempts, the packet is deleted, which means that # does not cause the network fo
collapse {by not overloading it further); this action tells the higher layers that there is a
problem, since the exchange was perturbed by the loss of a message.

DATACOMMUNICATIE - LAN (Local Area Networks) 20



ir. J. Meel - DE NAYER instituut 19/05/2008

Transmission Algorithm

wait for frame
assembie frame

: .
¥ i)
Carrier Sense? )

Ln

wait interframe gap time
start transmission

l

J_—”—( Collision Detection ?)#

( transmission done? )”— ~ transmit jam
I increment #attempts

transmission OK

compute back off time
wait back off time

!
excessive collision error y n
= DISCARD FRAME ( #attempts > 16 7 )—

The access method used for Ethernet is of the persistent CSMA/CD type.

As the bit stream is fransmitted, the transceiver simultaneously monitors the received
signal to detect whether a collision has occurred. Assuming a collision has not been
detected, the complete frame is transmitted and, after the FCS field has been sent, the
MAC unit awaits the arrival of a new frame, either from the medium or from the
controlling microprocessor. If a collision is detected, the transceiver immediately turns
on the collision detect signal. This, in turn, is detected by the MAC unit which enforces
the collision by transmitting the jam sequence to ensure that the collision is detected
by all other hosts involved in the collision. After the jam sequence has been sent, the
MAC unif terminates the transmission of the frame and schedules a retransmission
attempt after a short randomly selected time interval.

In the event of a collision, retransmission of the frame is attempted up to a defined
maximum number of tries known as the attempt limit. Since repeated collisions
indicate a busy medium, the MAC unit tries to adjust fo the medium load by
progressively increasing the fime delay between repeated retransmission attempts
{using a random distribution on an increasing time interval), to prevent overload of the
medium by refransmissions. The scheduling of retransmissions is controlled by a
process called fruncated binary exponential backoff. When fransmission of the jam
sequence is complete, and assuming the attempt limit has not been reached, the MAC
backs off (delays) a random integral number of Slot Times before attempting to
retransmit the affected frame. A given host can experience a collision during the initial
part of its transmission, the collision window, which is effectively twice the time interval
for the first hit of the preamble to propagate to all parts of the medium (RTT). The Slot
Time is thus the worst-case time delay a host must wait before it can reliably know a
collision has occurred. It is defined as:

Slot Time = 2 x (transmission path delay} + safety margin
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Truncated Exponential Binary Back off Time Algorithm

initialization:
#attempts = 1 1 Slot Time = 512 bit = 51.2 us
max delay = 1 Slot Time

I
¥

CS + attempt to transmit
—”—( Colfision Detection 0;/7

n A
( transmission done? )— #attempts + 1 l

max delay = {max delay x 2} < 1024 Slot Times
wait random ‘integer’ number of Slot Times
in interval [0, max delay]

/ 1
( #atternpts > 16 ? )—”————
Iy
TRANSMISSION OK [ DISCARD FRAME |

The transmission path delay is the worst-case signal propagation delay going from any
transmitter to any receiver on the cable network. This includes any delays experienced
in repeaters. The Slot Time is double this delay {to allow for the corrupted signal to
propagate back to the transmitting host) plus a safety margin. The Slot Time used is
made equal to this figure rounded up to be a multiple number of octets at the bit rate
used. For example, for a 10 Mbps baseband coaxial cable network with a maximum of
2.5 km between any transmitfer and any receiver, the Slot Time is equal to 512 bit
times or 64 octets. The number of Slot Times before the Nth retransmission attempt, is
then chosen as a uniformly distributed random integer R in the range 0 < R < 2K
where K = min(N, backoff limit=10).

Whaen the transmission of a frame is perturbed by a collision, the host produces a jam,
then ceases all transmissions until the medium becomes free again. After an interval,
randomly determined so as not to restart simultaneously with its 'rival', it again tries to
send its message and loops on the same fransmission procedure as before. If a
serious problem prevents all transmission, the Ethernet MAC level ensures that the
host stops its series of attempts fo transmit by simply deleting the frame to be
transmitted from its buffers after 16 unsuccessful attempts. This shows the unreliability
of the network, since, in cerfain cases, it authorizes the loss of a packet without
informing the layers above. Moreover, if the collisions are due to the network load, the
more the hosts try to retransmit their data rapidly, the more they load the network,
resulting in an avalanche effect which tends towards a complete network blockage. To
counter this, Ethernet uses a waiting time randomly chosen in an increasing window of
possible delays. Thus, after the first collision, there are two possible choices for the
window {0 or 1 Slot Times), which increases by a factor of two with every new attempt.
Finally, after the tenth attempt, this window is bounded by 1024 Slot Times, which is
already a relatively high value (1024 x 512 x 0.1 us = 52.4 ms). The attempts then
continue, if necessary, up to the sixteenth time, with this same delay window.
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Receiver Algorithm

n
[———{ Carrier Sense? >

A

synchronize receiver clock
synchronize frame (SFD)

receive frame
|
( frame size valid? > n
Ly
41’( FCS valid? )#
< length field valid? } n Y extra bits 7
LY
disassemble frame FCS error
l frame size error
- » alignment error
receive OK > fength/type error
= DISCARD FRAME

On receipt a check is made to verify that the bit sequence can form a correct frame.
Several criteria are used for this. The total number of bits should not be too small,
otherwise it would be impossible to reconstitute all the fields of a complete frame. The
destination address should be the physical address of the host, or should relate to a
group of which the host is a member. The frame should not be too long, otherwise it
would infringe a basic rule of Ethernet and could not be valid. The calculation of the
parity control for the fields received should give a result identical to the value
transported by the frame, otherwise there is a bit error (wrongly transmitted or wrongly
received). The total number of bits received should be divisible by eight, so as fo give
an integral number of bytes, otherwise the reconstituted frame is invalid, since at least
one of its fields has one or more bits too many (too few).

IEEE 802.3 introduced a length field into the frame by replacing the type field. This
explains the presence of the additional test shown in the algorithm. In fact, this field
provides additional information about the consistency of the frame received.
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2.3.5 CSMAIJCD - Performance
throughput 1 mean
; effective transfer
traffic g1 delay
i 1 (ms) i
0.8+ i 1518 bytes
1 . i frames
! @10 Mbps
0.6 E 64 bytes H
i frames :
41 @1cMbps | i
0.4 i
0.2+ 2] ......u......j"“
0 T T T » 4] T T T T T T T T T T
0.01 0.1 1 10 0 0.2 0.4 0.6 0.8 1
load throughput
offered
fraffic
transfer delay = MAC queue + CSMA/CD + transmit time
throughput

Load {offered ftraffic) and throughput {effective traffic) are normalized, They are
expressed as a fraction of the available bit rate on the medium {10 Mbps).

For small loads, the throughput increases proportional with the load. The number of
collisions increases with the load. This overhead resulis in a ‘less than proportional
increase of the throughput. If the number of packets to be transmitted (load} is actually
too large (load ~ 1), an increase in the load even decreases the throughput. This is an
instable situation. Retransmissions increase further the load and reduces the
throughput even more. A state of complete blockage of the network, with a drastic fall
in throughput, might be reached {network collapse).

mean transfer delay
The transfer delay is defined as the time a frame is waiting in the MAC sublayer input
gueue + the delay associated with CSMA/CD + the time to transmit the frame.

The mean throughput is higher with a larger frame size {1518 byte frames vs. 64 byte
frames). A larger number of frames will be generated with a smaller frame size (o
transmit the same information). Hence the probability of a collision occurring at a
particular throughput level is higher. Also the overhead associated with the recovery
procedure increases.

The CSMA/CD method shows a tendency to slow down all transmissions on a heavily
loaded network. It does not guarantee a minimum waiting time for the transmission of
a frame (this is restrictive for real-time applications). The transmission of a frame is
delayed because the medium is busy at the time the medium tries to send it, or
because a collision occurred and a retransmission is needed. The more the traffic on
the network increases, the more the mean transfer delay increases (exponential). The
delay becomes unacceptable when the network is about to collapse.
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3. Fast Ethernet (100 Mbps)
IEEE 802.3u IEEE 802.12
100 BASE T
bit rate = 100 Mbps
Slot Time=512hit=5.12 us
RTT @400m =2 5 100 BASE X
100 BASE T4 | 100 BASE TX | 100 BASE FX | 100VG-AnyLAN
medium UTPcat3,4,5 |UTPcat5, STP| 2 optical fibres | UTP 3,4,5 ~ 4 pair
4 pair 2 pair (multimode) [STP - 2 pair}
conhnector RJ-45 RJ-45 FDDI MIC, ST, 5C
segment length <100 m <100 m =100 m <100 m
collision ¢ 200 m 200 m 200 m 200 m
transmission 3 pair data 1 pair Tx 1 fiber Tx 4 pair fuli duplex
+ 1 pair coflision 1 pair Rx 1 fibre Rx [2 pair fuli duptex]
access CSMA/CD CSMA/CD CSMA/CD Demand Priority
{probabilistic) {probabilistic) (probabilistic) {deterministic)
coding 8B6T 4B5B + MLT3 4B5B + NRZ| 5B6B
main frequency | 25 MHzfpair | 31.25 MHz/pair | 125 MHz/fibre 30 MHz/pair
[15 MHz/pair}
frame Ethernet Ethernet Ethernet Ethernet
Token Ring
plesiochronous

The aim of Fast Ethernet was to use the same shared, half-duplex transmission mode
as Ethernet but to obtain a x10 increase in operational bit rate over 10 BASE T while at
the same time retaining the same wiring systems, MAC method, and frame format.
When using hubs with unshielded twisted-pair (UTP) cable, the maximum length of
drop cable from the hub fo a host is limited to 100 m by the driver/receiver electronics
(signal attenuation and adaptive crosstalk canceller to overcome NEXT). Assuming
just a single hub, this means that the maximum distance between any two hosts (the
collision diameter) is 200 m and the warst-case path length for collision detection
purposes is 400 m (with a velocity v =1 m / 5 ns this gives a RTT of 2 us) plus the
repeater delay in the hub. Therefore, a higher bit rate can be used while still retaining
the same CSMA/CD MAC method and minimum frame size of 512 bits = 5.12 us . The
bit rate is set at 100 Mbps over existing UTP cable. Hence the standard is also known
as 100 BASET.

The 100 BASE T4 is compatible with category 3 UTP cable used in 10 BASE T.

In addition to the 100 BASE T4 standard, a second Fast Ethernet standard is
available, which is known as 100 BASE X. Unlike 100 BASE T4 which was designed
for use with existing category 3 UTP cable, 100 BASE X was designed for use with the
higher quality category 5 cable (100 BASE TX) now being used in most new
installations. In addition, it is infended for use with STP (Shielded Twisted Pair) and
optical fiber cables (7100 BASE FX). The use of various types of fransmission media is
the origin of the 'X' in the name. The 100 BASE X standard is adopted from the
physical media standard ANSI X3T9.5 for the Fiber Distributed Data interface (FDDI).

The 100VG-AnyLAN (from HP) uses the medium access control mechanism ‘demand
pricrity’ and is standardized under a new number. IEEE 802.12.

DATACOMMUNICATIE - LAN (Local Area Networks) 25



ir. J. Meel - DE NAYER instituut

3.1 MDI (Medium Dependent Interface = Connector}

TxD1 pair 1 pin number |_signal

TxD+

RxD2 i 2 . TxD1-

X : E RxDZ+

100 BASE T4 1 BiD3+
i pair 3 5 BiD3-

(star) BID3 2 o

) 7 BiD4+

BiD4 paird g BiD4-

pin number | signal

UTP catb 3 Tx+
TX palr 1 2 Tx-
100 BASE TX Rx A 3 Rt
4 unused
(Star) pair3 5 unused
QOO / pair 4 ) Rx-
§ 7 unused
half-duplex or full-duplex 100 Mbpsipair F] unused
100 BASE T4

The major technological hurdle to overcome with Fast Ethernet was how to achieve a
bit rate of 100 Mbps over 100 m of UTP cable. Category 3 UTP cable - as used for
telephony, and the most widely installed - contains four separate twisted-pair wires. To
reduce the bit rate used on each pair, all four pairs are used to achieve the required bit
rate of 100 Mbps in each direction.

With the CSMA/CD access control method, in the absence of contention for the
medium, all transmissions are half-duplex, that is, either host-to-hub or hub-to-host. In
a 10 BASE T installation, just two of the four wire pairs are used for data transfers, one
in each direction. Collisions are detected when the transmitting host (or hub) detects a
signal on the receive pair (Rx+/-, pin 3&86) while it is transmitting on the transmit pair
{Tx+/-, pin 1&2). Since the collision detect function must also be performed in the
standard 100 BASE T4, the same two pairs are used for this function. The remaining
two pairs are operated in a bidirectional mode.

The figure shows that data transfers in each direction utilize three pairs - pairs 1, 3,
and 4 for transmissions between a host and the hub and pairs 2, 3, and 4 for
transmissions between the hub and a host. Transmissions on pairs 1 and 2 are then
used for collision detection and carrier sense purposes as with 10 BASE T. This
means that the bit rate on each pair of wires need only be 100/3 = 33.33 Mbps.

100 BASE TX

The 100 BASE TX makes use of two pairs of category 5 UTP cable, one pair used for
transmission and one for reception. This means that the bit rate on each pair of wires
must be 100 Mbps.
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Crossover Wiring
UTP cat 34,56
TXD1+ 1 —f) 1TXD 1+
TxD1- 2 — — 2TxD 1-
100 BASE T4 RxD2+ 3 3R xD2+ i rarsber | sigral | ANGHTIAJEIA-568A
(star) RxD2 - & § RxDZ - 1 TxD1+ 1 whils/green
. . 2 TxD1- greenfwhite
BiD3+ 4 4BiD3+ 3 RxD2+ | white/crange
P . 4 BiD3+ biue Awhite
BID3- 5 5BiD3 - 5 BID3- | whitefalue
BiD4+ 7 7Bib4+ <] RxD2- | orange/white
7 BiD4+ whitefbrown
BiD4 - 8 8 BiD4 - 8 BiD4- browniwhite
UTP cat b - s
pin number signal
D1+ 1 ATXD 1+ : L
100 BASE TX TxD1- 2 2TxD 1 - 3 Rx+
4 unused
(star) RxD2+ 3 3R xD2+ 5 unused
] Rx-
RxD2- 6 6 RxD2 - 7 unusad
& uniised
106G BASE T4

A signal crossover is required between hosts connected to a 100 BASE T4 segment,
so that the Tx data pins and bidirectional data pins on the host at one end of the
segment are connected to the Rx data pins and bidirectional data pins on the host at
the other end, and vice versa. The standard recommends that the crossover be done
internally in the repeater port. If the crossover function is done inside a repeater, then
the port on the repeater must be marked with an X",

if two hosts are linked together with a single 100 BASE T4 segment, then a special
crossaver cable must be provided. As shown in the figure, a crossover cable for a 100
BASE T4 segment must be wired so that the Tx pair at ocne end of the cable is
connected to the Rx pair at the other end of the cable, and vice versa. In addition, the
BiD3 pair at one end of the cable is connected to the BiD4 pair at the other end, and
vice versa.

100 BASE TX

When connecting two hosts together over a segment, the Tx data pins of one MDI
must be wired to the Rx data pins of the other MDI, and vice versa. For a single
segment connecting only two hosts, this can be done by building a special crossover
cable, with the transmit pins on the eight-pin plug at one end of the cable wired to the
receive data pins on the eight-pin plug at the other end of the crossover cable,

When wiring multiple segments in a building, it's much easier to wire the cable
connectors ‘straight through' and not worry about whether the wires in the jumper
cables or other twisted-pair cables in the building have been correctly crossed over.
The way to accomplish this is to do the crossover wiring inside the repeater hub. The
100 BASE TX standard recommends this approach, and states that each port of the
hub that is crossed over internally should be marked with an ‘X'
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100 BASE FX FDDI MIC (Media interface Connector)
receptacles . Cg( S—
—— | - cladging| TEH \
<.:|\ \ i g
| ; key @ . i
Ay ; 295
duplex
B ST=StaightTip
simplex
SC = Subscriber Connector

106 BASE FX

The MD! (Medium Dependent interface) for a 100 BASE FX link may be cne of three
kinds of fiber optic connectors.

* FDDI MIC (Media Interface Connector)

This is a standard duplex connector used in FDD! LAN systems. MIC connectors are
keyed in various ways, referred to as A, B, M and S, to make sure that the FDDI
cabling is connected properly. If a FDDI MIC is used as a 100 BASE FX MDI, the

specification state that it shall be keyed as an M receptacle. FDDI MIC connectors are
just pushed into place and automatically complete the connection.

« SC = Subscriber Connector

This simplex connector is the recommended alternative in the standard. If is designed
for ease of use. The SC connector is just pushed into place and automatically
completes the connection. Two conneciors are needed for bidirectional
communication,

« 8T = Straight Tip
This simplex connector is a spring-loaded bayonet-type connector that has a key on

an inner sleeve of the ST plug with a corresponding sfot on the ST receptacle. Then
push the connector in and lock it in place by twisting the outer bayonet ring.
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3.2 100 BASE T4

Line Code: 8B6T — 100/3 x 6/8 = 25 Mbaud/pair

Dat Data Data Dara Deta - Data Daia Data

byte  Codeword bpte Codeword byie Codeword byte Codeword byte Codeward byre  Codeword byre  Codewsrd byte  Cadeword

W ~400-+ M —F+-00 A ~0C+03+ 60 O0++0-0 B -00+-+ A0 —+40-0 O —40+4-+ E0 440+
O O0—+—+0 21 4+88+—— 4 0-08++ 6 +0+-00 Bl 9-0—4+ Al +-+-00 C 0-4-—++ El +-4-+0
02 0—+48—~+ 22 —48-++ 42 0-0+0+ 62 F0+0-0 82 0-0+-+ A2 +—+0-0 C2 O-4+-+ E +-+0-+
00 O0—++8- 23 +£-0~i+ 4 0-04+0 6 . 42+00- 83 0—04+- Al 4-+00- € O—dd4t- E} 4-4+0-
OF —4040— 24 4-0+00 M —0O4++0 G D++00- B —00++- Al —++00- O1 —+04+4- B4 —4pi0—
05 40--t0 25 —30+00 45 0O-0++ 6 ++0-00 85 00— —44 A5 #b-=00 C +0-—++ B5 ++——+D
06 $8-0-+ 26 +00-00 46 C8-+0+ 6 ++00-0 85 00-+-+ A6 ++-0-0 G +0—+-+ PS5 ++-0—+
07 +8-40- 27 —444~-— 4T O08—F+80 61 ++000- BT 00 <dgd~ AT $4=-00- € +0-d+4~ B! +4—40-
08 —3004~ M O0+i-0- 48 09+000 68 H++—b- 8 —0004+0 AR —f4—f- CF 40040 ‘B8 —4d04-
0B 0-id=0 2 +040-- 48 +4+-000 &  FI44-- B9 Q-0+00 A% +-++-- O 0-+400 +—++-0
BA O0-4+04- 2A +04-D- 44 +~3000 6A +04—+—~ BA 0-0040 AA = f=+- CA 0-+0+0 BA +-+0+-
6B 0-+-04 2B +04~--0 48 —++000 6B +0+4-~-+ 88 0-000+ AB +-+F=~4 CB 0-3004 EB +-+-0+
0C- =4+0-0+ 2C O44~=0 4C 9+-0D0 € O4++——+ BC ~00004 AC =++--4 CC —+000+ BC —++-0+
P $+0-4-0 2D +400~—- 4D +0-000 6D +4+0+-—— 8D 00-400 AD +4+-—+4~- CD 4+0-+00 EBD +i-—-+-0
GE +0-0+- 2B +40-0- 48 O0-+000 GE +40-4— 8E 00-04+0 AE +4--+- CE +4+0-0+0 BB 44~0+4-
QF +0=~w0+ 2ZF 4+40——0 4F —04000 6F 44+8-——4 8F 00~00+ AF +4--—+ CF +0-004+ EF +4--04
6 0——+0+ 30 +-00-+ 50 +——+0+ W 0004+-— 9 4~—d-d B0 +000-0 B0 +-0+-+ FO 4000+
0 —-0-044 M O4-=40 5  ~4-04++ I 0004 -—+ U —f-—Ft+ Bl 0H0-00 D1 D4+~-++ Fl 030-+0

12 040+ 22 04-0-+ 52 —4-+04+ 72 000-—4+ 92 —4—4—+ B2 0400-08 D O4-+-+ F2 0+00—+
1} —0—h40 33 H4-40- 51 —f-4+0 7 000+80 9% —4—++- Bl 040060- B3 O04—+4- FI 04040~

14 0——++0 4 +-040~ 54 +——++0 M 00048 94 4-—++- B4 +0000- D4 +-0++- P4 +0040-
15 ——0044 35 —0fedtl 55 wwqO44 75 0004-0 95 ——d~4+ HS 004-00 D5 —O04—++ F5 Q0440
16 =040+ 6 —04+0-%+ 56 -—-++0+ W 000-04+ 6 ——4++-+ B6 D040-0 D6 —0++~4+ F§ J0+0-+
17 ——0+4+0 37 -0++46— § —-+4++9 7 000-40 97 ~—+++— B} J0400- BT -0+++~- F7 Q0+40-
B —+0~40 B $-0D+- 58 -—-0+++ T +4t--0 9% 4--0+0 B4 +00~-+~- DE +—00+0 FB +000+-
19 +-0-40 3% Q+=+-0 59 ~O0-4++ M +44-0- 99 —+-+00 B 0+04+-- B¢ 0+-+00 F 0+0+-90
A ~++=+8 A D3—G+- SA O0——d++ TA 4iF0-- SA —+-0+0 BA 0+0-+— DA 0+-0+40 FA 0+00+~
. 4+00-40 3B O0+4--%+ 5B O0--B++ T8 O04+0-—-— 9B —-+-00+ BB Q04+0-—4+ D3 0+-00+ FB OD0+0-0+
IC +004-8 3C +-0-04 5C +4-—8++ 7 —08~++ 5C +~=004 BC +00--4+ DBC +-000+ FC +00-0+
ID —+++4-8 3D -C++-0 SB -000++ TR —GO+OO 9D ——++00 BD Od0++-— DD —0++00 FD G0++-0
IB 4+-0+4-8 JE —-8+0+4~ 3E O44++—— TE +r—=t4 9B w3040 BE Q0O04-4- DE -0+0+0 FE 00+0+-
tF —40+-48 IF —-0+-0+ 5F O+4~-00 ¥ $-—400 9F —-—+00+ BF O00+4~-+ DF ~0+00+ FF J04+-0+

28= 256 binary words —+  3%= 720 'possible’ ternary words
all selected codewords have a combined weight of 0 or +1 and af least two signal transitions

The bit rate on each pair of wires need only be 100/3 = 33.33 Mbps. For a bit rate of
33.33 Mbps Manchester encoding requires 2 symbols per bit. This results in a baud
rate of 66.66 Mbaud which exceeds the 30 Mbaud limit set for use with such cables,
as above this, unacceptably high levels of crosstalk are obtained. To reduce the baud
rate, a 3-level (ternary) code 8B6T is used instead of straight (2-level) binary coding.
With the code 8B6T, prior to transmission, each set of 8 binary bits is first converted
into 6 ternary {3-level) symbols. This block-coding method reduces the symbol rate by
a factor 6/8. This yields a symbol rate of: 33.3 Mbps x (6/8) = 25 Mbaud, which is well
within the set limit.

The three signal levels used are +V, 0, -V which are represented simply as +, 0, -. The
codewords are selected such that the line is DC balanced, that is, the mean line signal
is zero, This maximizes the receiver's discrimination of the three signal levels since
these are then always relative to a constant 0 {DC) level. To achieve this, the inherent
redundancy present in the use of 6 ternary symbols is exploited. The 6 ternary
symbols means that there are 729 {=3%) possible codewords. Since only 256
codewords are required to represent the complete set of 8-bit byte combinations, the
codes used are selected, firstly, to achieve DC bhailance and secondly, to ensure all
codewords have at least two signal fransitions within them. This is done so that the
receiver DPLL {Digital Phase Locked Loop) maintains clock synchronization.

To satisfy the first condition, only those codewords are chosen with a combined weight
of 0 or +1 and 267 codes meet this condition. To satisfy the second condition, those
codes are eliminated with fewer than two transitions - five codes - and also those
starting or ending with four consecutive zeros - six codes. This leaves the required 256
{= 2687 — 5 — B) codewords as shown in the table.

DATACOMMUNICATIE - LAN (Local Area Networks) 29



ir. J. Meel - DE NAYER instifuut

Transmission Scheme

BT (25 MTps) pair 1
88 (100 Mbps) BB6T 6T (75 MTps) | (Toii:gt‘;i:n) 67 (25 MTps) pair 2
6T (26 MTps) pair 3

B1 B8 B’ B8’ -

COTIT TR T L LT T PR R PR T LT L] 700 Mops
pair 1 T T2 [Tl Ts T8 T T2 | 25MTps
pair 3 T T2 |13 | T4 |15 | 16 | 25MTps
pair 4 T1 | T2 l T3 | T4 | T5 | T6 | T | T2 iTS' [ T4 | 25MmTps

decoded independently
{reduced latency)

To reduce the latency during the decoding process, the & ternary symbols
corresponding to each encoded byte are transmitted on the appropriate three wire
pairs in the sequence shown in the figure above. This means that the sequence of
symbols received on each pair can be decoded independently. Also, the frame can be

processed immediateiy after the last symbol is received.

The symbols are filters before they are transmitted. This further reduces the frequency

content of the signals (> Rs/2 = 12.5 Msps, Nyquist).
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DC Balancing

w=1
fransmit codeword unchanged

w=10 w=0
transmit fransmit
codeword . . codeword
unchanged unchanged

w=-1
transmif codeword inverfed RDS = Running Digital Surn

w = weight of codeword
to be sent

the DC balancing algorithm makes the average line voltage zero

Clock Synchronization

2-level SOS (Start Of Stream) code words are transmitted on the three pairs
the code words were chosen so to maximize the average number of transitions

DC Balancing

All the codewords selected have a combined weight of either 0 or +1. For example, the
codeword +--+00 has a combined weight of 0 while the codeword O+++— has a
weight of +1. Clearly, if a string of codewords each of weight +1 is transmitted, then
the mean signal level at the receiver will move away rapidly from the zero level,
causing the signal to be misinterpreted. This is known as DC wander and is caused by
the use of transformers at each end of the line. The presence of transformers means
there is no path for DC (High Pass filter).

To overcome this, whenever a string of codewords with a weight of +1 is to be sent,
the symbols in alternate codewords are inverted prior to fransmission. For example, if
a siring comprising the codeword O+++— is to be sent, then the actual codewords
transmitted will be 0+++—, § ——++, 0+++— 0 ——+, and so on, yielding a mean
signal level of 0. At the receiver, the same rules are applied and the alternative
codewords will be reinverted into their original form prior to decoding. The procedure
used for transmission is shown in a state transition diagram.

Clock Synchronisation

The preamble pattern on each pair is known as the sfart of stream (S0S) and is made
up of two 2-level codewords, SOS-1 [AA = (10101010)g = (+— +- +-);] and SFD [BB =
(10101011} = (+— +— —+)41

To minimize any uncertainty the preamble at the start of each frame is encoded as a
string of 2-level {as opposed to 3-level) symbols, that is, only positive and negative
signal levels are present in each encoded symbol. This increases the signal-level
amplitude variations which, in turn, helps the hosthub to discriminate between an
induced NEXT signal and the preamble of a colliding frame.
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Frame Synchronization

the 3 staggered SFD (Start Frame Delimiter) code words must be detected

interframe gap = 960 ns = 96 bit
e SOS-| —rft— 50S-T— It t—SF D ——te{ot—— Dfia

T e UL
P—SOSAl—ﬂ*—SOS-l—D"—SFD—I-G—Dm
o UL TR e
F—SOS-[—*-SFD—-I--—DHH

Pair4 808 = Start of stream {A4)

idle state Zlovel {NMf)  3dovel  STD T Stert fame delimiter (A5)

Collision Detection

Collision-detect

2-lavel preamble

line a
discriminates - :@7 J“d"’) Puir |

NEXT vs. collision Hub

{308 = Stant Of Stream) e
— j:] - Paird

NEXT = Near-end croaslalk

fyévay

l

Frame Synchronisation and Collision detection

An example host-hub transmission without contention is shown in the figure above.
Recall that a host detects a collision by detecting a signal on pair 2 while it is
transmitting and, similarly, the hub detects a collision by the presence of a signal on
pair 1. However the strong (Unattenuated) signals transmitted on pairs 1, 3, and 4 from
the host side each induce a signal into the collision detect - pair 2 -wi re. This is near-
end crosstalk (NEXT) and, in the limit, is interpreted by the host as a (collision) signal
being received from the hub. (Also valid for transmissions from hub to host).

To minimize any uncertainty the preamble at the start of each frame is encoded as a
string of 2-level (as opposed to 3-level) which helps the host/hub to discriminate
between an induced NEXT signal and the preamble of a colliding frame. The complete
pattern transmitted on each of the three pairs is shown on the figure. The SFD
codeword on each pair is staggered by sending only a single SOS-1 on pair 4. This
means that the first data byte of the frame is transmitted on pair 4, the next on pair 1,
the next on pair 3, and so on. An acceptable start of frame requires all three SFD
codes to be detected, and the staggering of them means that it takes at least four
symbol errors to cause an undetectable start-of-frame error.

On detecting a coflision, a host transmits the jam sequence and then stops
transmitting. At this point, the host must be able to determine when the other hosti(s)
involved in the collision cease transmitting in order to start the retry process. This is
relatively easy since, in the nontransmitting (idle) state with 8B8T encoding, a zero
signal level is present on the three data wires. This means that there is no induced
NEXT signal in the collision detect wire which, in turn, enables the completion of the
jam sequence from the hub side to be readily determined. To improve the utilization of
the cable, the interframe gap time is reduced from 9.6 us to 980 ns (96 bhits). The
collision diameter is also reduced from 2.5 km to 200m (factor 10).
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Line Code: 4B5B + NRZI
data control
symbol 4B 5B NRZI symbol 5B NRZI usage
Do ] nto MJt— Q 00000 ———  Quiet line state
D1 oool oem N | mn T e tine stale, preamble
D2 ot 10100 m—— H omom [ Haltline state
D3 oo 1oiel e J mooo [ Start-of-Siream defimiter 1
D4 o0 ol010 P K 1w Start-of-Stream deiimiter 2
D5 el oot U T 01101 Enc-of-Slream delimiter 1
1o e B End-cf-Stream delimiter 2
D6 ! Helin® R o —|_|—|_ Reset status
D7 ot o S M ML setstatus
D8 00 G | I
Do 1501 o controi = fransparent to frame content
DA o0 oo inversion of signal levels aliowed
DB 101 11 LI
DC oo Hato I clock synchronization
DD 110 11011 ¢
I « continuous transitions in ldle state
DE e 11100 : « at least two 1's in the 58 code, results in
DF 1 1104 M at least fwo transitions in the NRZ! code
4B/58 - NRZ!

This scheme, which is actually a combination of two encoding algorithms, is used both
for 100 BASE-X and FDDI.

In the 4B/5B code scheme, encoding is done four bits at a time; each four bits of data
are encoded into a symbol with five code bifs, such that each code bit contains a
single signal element. The block of five code bits is called a code group. In effect, each
set of 4 bits is encoded as 5 bits. The efficiency is thus reduced to 80%; 100 Mbps is
achieved with 125 Mbaud.

To ensure synchronization, there is a second stage of encoding: each code bit of the
4B/5B stream is treated as a binary value and encoded using Nonreturn fo Zero
Inverted (NRZI). in this code, a binary 1 is represented with a transition at the
beginning of the bit interval (toggle), and a binary 0 is represented with no transition at
the beginning of the bit interval (no toggle); there are no other transitions. The
advantage of NRZI| is that it employs differential enceding. in differential encoding, the
signal is decoded by comparing the polarity of adjacent signal elements rather than the
absolute value of a signal element, A benefit of this scheme is that it is generally more
reliable in detecting a transition in the presence of noise and distortion than in
comparing a value to a threshold. Inversion of the signal levels has no influence on the
decoding process.

In the table the 4B/58 + NRZI symbol encoding is shown. Each 5-bit code group
pattern is shown, together with its NRZI realization. Because four bits are encoded
with a 5-bit pattern, only 16 of the 32 possible patterns are needed for data encoding.
The codes selected to represent the 16 4-bit data blocks are such that a transition is
present at least twice for each 5-code group code (at least two 1's in de 5B code). No
more than three zeros in a row are allowed across one or more code groups. This
guarantees adequate clock synchronization.
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NRZI = Non Return to Zero Invert on ones

NRZI encoder state diagram

‘4" = transition (T or ¥)

‘0’ = no transition

Transmission Scheme

4§ 100 Mbps 0011 | 0110 1 48 44 100 Mbps
4B5B encoder 1 0101 01 110 58 5B4B decoder
54 125 Mbps r—_\_l__i_l_i_ NRZI 5% 125 Mbps
' ‘ symbol sync
NRzlencoder | [Coiision Detestion e | P NRz! decoder

I T

‘TX o o R IRX,
fiber out u “ figerin Lo

Symbols not used to represent data are either declared invalid or are assigned special
meaning as control symbols {see table on previous page). Some nondata symbols:

+ ldle. The idie symbol is transmitted between data fransmission sequences. It consisis
of a constant flow of binary ones, which in NRZI comes out as a continuous alternation
between the two signal levels, This continuous fill pattern establishes and maintains
clock synchronization at the receiver and is used in the CSMA/CD protocol to indicate
that the shared medium is idle.

» Start-of-stream delimiter {J and K). Used {0 delineate the starting boundary of a data
transmission sequence. It consists of a J symbol followed by the K symbol (JK symbol
pair). They are unique and fransparent fo the frame content.

« End-of-stream delimiter (T and R). Used to terminate normal data transmission
sequence. It consists of two different symbols T and R that are unique and transparent
to the frame content.

Symbol Synchronization

The local clock used in the physical interface is 125 MHz which, because of 4B/5B
encoding, yields a data rate of 100 Mbps. Since all transitions are encoded into 5-bit
symbals, each 5-bit symbol must first be buffered at the receiver before it can be
decoded. However the use of two symbols {J and K, the Start-of-stream delimiters) to
establish correct symbol boundaries, means that a 10-symbo! buffer is used at the
receiver. This is the latency {(or elastic) buffer, since it introduces 8 data bits of delay
(latency).

Collision Detection

The cable comprises two fibers, one for host-hub and one for hub-host. Collisions are
detected if a (colliding) signal is present on the receiving fiber during the period the
host is transmitting.
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Elastic Buffer

DPRAM

write pointer

write address

read pointer
read address

Ta

X

Rxclk wifle fead oK jocaf
PLL data data receive clock
recovered clock
received ['L= 1518 bytes = 15180 5Bsymbols | L= 1518 byles = 15180 SBsymbols > focally
data stream 1ol 2% Y y A synchronized

TRx AT

data stream

Aclk = Rxclk—LOclk = £50ppm  — AT = 2.AclkL = 1.5 5B symbol

As every host has its own local clock, there will always be a slight difference between
the local clock frequency of the transmitting host, and that of the receiving host. As the
clocks are totally independent, the chances are that they can be completely out of
phase. What this means is that there is a slight timing difference between the incoming
recovered clock, and the local clock within the receiver of the host.

For this purpose an efastic buffer is implemented within the receiver portion of the
host, which is a FIFO (first in, first out) based temporary storage {(based on a DPRAM
= Dual Port Random Access Memory} for the incoming recovered bit stream. The
elastic buffer is placed before the 5B4B decoding function in the receiver. The buffer
compensates for the difference between the transmit and receive clock frequencies by
clocking data into the FIFO at the recovered clock rate {derived by the PLL from the
incoming data), and out of the FIFO at the host's local receive clock rate. Most
hardware VLS! implementations perform this function at symbol-pair level at the byte
clock rate (12.5 MHz).

in between frame transmissions, the FIFO's write pointer (input) is repositioned to the
centre of the FIFO (half of the FIFO capacity) as a drift can occur in either direction.
Certain rules govern cases where this may not occur, such as an incorrect number of
inter-frame symbols being detected. Assume a local clock crystal accuracy of 50
p.p.m. (parts per million). Then for 2 maximum Ethernet frame size of 1518 bytes (=
12.144 bits = 15.180 5Bsymbols), a possible 1,2 bit {12.144 bits x 50 x 10% x 2)
difference can occur. This assumes both host clocks are out by +50 and -50 p.p.m.
respectively (hence the factor of 2). To cater for a drift of the clocks in either direction
{low Tx clock and high Rx clock and vice versa), then at least 3 bits are in theory
needed for an elasticity buffer. In practice, a larger size is used (as many as 10 bits) to
cater for differences beyond 50 p.p.m.
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3.4 100 BASE TX

Line Code: 4B5B + MLT-3 (= Multi Level Transmit - 3 levels)

MLT-3 encoder state diagram

“1" = transition
in=0 (th:v->00r 05 VvH)
:v+500or 0V
‘0’ = no transition

Although 4B/5B-NRZI is effective over optical fiber, it is not suitable for use over
twisted pair. The reason is that the signal energy is concentrated in such a way as to
produce undesirable radiated transmissions from the wire. MLT-3, which is used on
both 100 BASE TX and the twisted pair version of FDDI, is designed to overcome this
problem. The following steps are involved:

1. 4B/5B conversion: The 4B/5B conversion is done without NRZI.

2. Scrambling: The bit stream is scrambled to produce a more uniform spectrum
distribution for the next stage. The peaks in the energy spectrum are reduced.

3. Encoder: The scrambled bit stream is encoded using a scheme known as MLT-3.
4. Driver: The resulting encoding is transmitted.

The effect of the MLT-3 scheme is to concentrate most of the energy in the transmitted
signal below 30 MHz, which reduces radiated transmissions.

The MLT-3 encoeding produces an output that has a fransition for every binary one that
uses three levels: a positive voltage (+V), a negative voltage {-V) and no voltage (0).
The encoding rules explained with reference fo the encoder state diagram:

1. If the input bit is ‘0", then the output value is the same as the preceding value.
2. If the input bitis ‘1", then the output value involves a fransition:
a. If the preceding output value was either +V or -V, then the next output value is 0.
b. If the preceding output value was 0, then the next output value is nonzero, and
that output is of the opposite sign to the last nonzero output.

Every time there is an input of 1, there is a transition (similar to NRZI). The direction of
the transition (T or {) depends on both the current level, and the direction of the last
transition. With the occurrences of +V and -V, the direction reverses.
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Transmission Scheme

4B 5B 125/4 MHz
—— 4B5B encoder scrambler » MLT-3 encoder ———
100 Mbps 125 Mibps (31,26 MHz)

scrambledbits 1°0°0 0711001011 111]1 1 1 1

NRZ|
MLT-3
T:=_B’ns T=47,=32ns
Stream Cipher Scrambler
PRBS
must be
PRBS synchronized PRBS

I11|10[9!817|6!5]4;3!2!1j
&

Pl

Maximum Transmission Frequency

When there is a string of ‘1's, the maximum frequency is attained. The data stream
has a period of 4 bits, instead of 2, as in the NRZI example above it. This means that
the maximum fundamental frequency is 125 MHz/4 = 31.25 MHz. Thus lowering the
highest frequency component of the data bit stream. This is one of the main reasons
that the MLT-3 encoding allows the distance requirements of UTP to be met.

Stream Cipher Scrambler

The 4B/5B serial data stream is modified by the addition of a random component, to
reduce energy peaks within the MLT-3 encoded streams. Some 0's are changed to
1’s, some 1's are changed to 0's and some bits are left the same. The result is a
reduced run-length of the same-value bits, increased fransition density and easier
clock recovery. This makes the NEXT quasi random, while noise is common mode.

This random component is removed at the receiving end to re-create the original data
bit stream. The PRBS generator (feedback shift register) runs at the bit transmission
rate.

In order to reconstruct the original data stream, the receiving descrambler must be
synchronized to the transmitting scrambler. This is accomplished by the use of control
symbols that produce predictable patterns in the scrambled data stream. Once the
descrambier is synchronized, its random bit stream may be XORed with the scrambled
data to reproduce the original data stream. This is based on the basic property of the
XOR function that data XORed with itself, produces a zero resulf.

Transmilter S=Tx @ p
Receiverr Rx=S®p=(Tx@p)@p=Tx2{pep)=Tx@0=Tx
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4. Gigabit Ethernet {1000 Mbps)

IEEE 802.3 MAC (Medium Access Control).
half duplexifull diplex '

* ' GMil (Gigabit Media Independent Intsiface)

e

[ —

IEEE 802.3z

The strategy for Gigabit Ethernet is the same as that for 100-Mbps Ethernel. While
defining a new medium and transmission specification, Gigabit Ethernet retains the
carrier sense multiple access collision detect (CSMA/CD) protocol and frame format of
its 10- and 100-Mbps predecessors. So it is compatible with the slower Ethernets,
providing a smooth migration path. As more organizations move to 100-Mbps
Ethernet, putting huge traffic loads on backbone networks, demand for Gigabit
Ethernet is intensifying.

The overall protocol architecture for Gigabit Ethernet is shown.

MAC: The Media Access Control fayer is an enhanced version of the basic 802.3 MAC
algorithm.

GMIl: A separate Gigabit Medium-Independent Interface has been defined and is
optional for all the medium options except unshielded twisted-pair (UTP). The GMiII
defines independent 8-bit-parallel transmit and receive synchronous data interfaces. It
is intended as a chip-to-chip interface that lets system vendors mix MAC and physical
sublayer (PHY) components from different manufacturers.

PCS: Two signal encoding schemes are defined at the physical layer. The 8B/10B
scheme is used for optical fiber and shielded copper media, and the pulse amplitude
modulation (PAM)-5 is used for UTP.
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4.1 PMD (Physical Medium Dependent)

modal BW| range frequency

medium (MHz.km) (m) coding (per pair)
4 pair , Viterbi
1000BASET | BP0 / 100 | g et | 125 Moaud
1000 BASE CX | .2 Palr / 2% 8B/M0B  |1.25 Gbaud
S19 (twinax) '
2 pair fiber
| A= 7860 nm
1000 BASE SX | 625 umMM | 160 2.220
(shorta) | 625umMM | 200 | 2275 | ©B10B 11.25Gbaud
50 um MM 400 2.500
50 pm MM 50 | 2-550
2 pair fiber
4 1270-1335 m
1000 BASELX | 625umMM | 500 | 2-550 :
(fong») | S0umMM | 400 | 2850 | OSB/10B )1.25Gbaud
' 50 m MM 5000 | 2550
10umSM | >5000 | 25000

MM = Multi-Mode fiber 5M = Single-Mode fiber

The Physical Layer of Gigabit Ethernet uses a mixture of proven technologies from the
original Ethernet and the ANSI X3T11 Fiber Channel Specification. Gigabit Ethemnet
supports 4 physical media types. These are defined in 802.3z {1000 BASE X) and
802.3ab {1000 BASE T).

The 1000 BASE X standard is based on the Fiber Channel Physical Layer. This is an
interconnection technology for connecting workstations, supercomputers, storage
devices and peripherals. Fiber Channel has a 4 layer architecture. The lowest two
layers FC-0 (interface and media) and FC-1 (Encocde/Decode) are used in Gigabit
Ethernet. Since Fiber Channel is a proven technology, re-using it, greatly reduces the
Gigabit Ethernet standard development time.

Three types of media are include in the 1000 BASE X standard;

» 1000 BASE SX 850 nm (short wave) laser on multi mode fiber. It supports duplex
links of up to 275m using 62.5-um mulfi-mode or up to 550m using 50-um multi-mode
fiber (50-um fiber has a larger modal bandwidth than 65-um).

» 1000 BASE LX 1300 nm (long wave) laser on single mode and muiti-mode fiber. it
supports duplex links of up to 550m of 62.5-um or 50-pm multimode fiber or up to Skm
of 10-um single-mode fiber .

+ 1000 BASE CX short haul copper "twinax" STP (Shielded Twisted Pair) cable. It

supports 1-Gbps links among devices located within a single room or equipment rack,
using copper jumpers (specialized STP cable that spans no more than 25 m).

1000 BASE T is a standard for Gigabit Ethernet over long haul copper UTP. The
standards allows 1 Gbps transmission up to 100 m over 4 pairs of category 5 UTP.
This standard is developed by the 802.3ab task force.
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250 Mbps

250 Mbps

250 Mbps

250 Mbps

4.2 1000 BASE T

Dual-Duplex Transmission

R —

—

f<125 MHz @ 100m

PAM-5

4 pair cat 5 UTP

]

250 Mbps

)

250 Mbps

¥

250 Mbps

250 Mbps

Gigabit Ethernet uses bidirectional transmission.
simultaneocusly in both directions on the same wire pair (full duplex); that is, both the
transmit and receive pair occupy the same wire pair. 1000 BASE T uses bidirectional
transmission on four wire pairs. Bidirectional data fransmission on a single pair is
enabled by devices called hybrids (H): duplex by echo cancellation. The hybrid stops

The signals are transmitted

the local transmitted signals from being mixed with the local received signals.
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5-level Pulse Amplitude Modulation (PAM-5)

2-level  3-level.  d-level £ < 125 MHz @ 100m 5-level
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2%=16  3%=81  4=256 8-bit information = 256 codes 54=625
codes codes codes codes

5 levels ={-2, -1, 0, +1 +2}

2| - .
1 ’_|_l_‘ "l 3 Ry = 250 Mbpsfpair ) 4-levels = 2 bits/symic!
0 * R, =125 Msps/palr extra fifth level for FEC
P L] |
2 - l
) 8 ns
D_i puise shape filter

VAN -NA N i

o ,
N \/ N BW > Ry/2 = 62.5 MHz/pair

For 1000 BASE T, the enceding scheme used is PAM-5, over four twisted-pair links.
Therefore, each link must provide a data rate of 250 Mbps. PAM-5 provides better
bandwidth utilization than simple binary signaling by using five different signaling
levels. Each signal element can represent two bits of information (using four signaling
levels). In addition, a fifth signal level is used in a forward error correction scheme.

From the MAC layer, frames of 8 bits are {fransmitted to the physical coding sublayer
(PCS) through the Gigabit Media Independent interface (GMII). To encode eight GMI
bits, 2% = 256 codes are needed. A two-level signal used on each of the four pairs of
transmission would enable the coding of 24 = 16 data codes. Similarly a three-level
signal would give 34 = 81 codes. A five-level signal gives 54 = 625 potential codes and
has been chosen by the IEEE for implementation. The specific five-level signal used
by 1000 BASE T is Pulse Amplitude Modulation 5 (PAM-5).
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4D 8-state Trellis coding

The transmit signal is subject to impairments introduced by the cabling and external
noise sources. In order for the receiver to operate reliably, the impairments to the
transmit signal need to be controlled.

Attenuation is a reduction in signal power due to cabling losses and a function of
frequency and cable length.

Echo is the result of bidirectional transmission on the same wire. Echo is the combined
effect of the cabling return loss and the hybrid function. Return loss is a measure of the
reflected energy caused by impedance mismatches in the cabling system.

FEXT is the noise induced by a transmitter at the near-end into a far-end receiver due
to unwanted signal coupling (typical for multi-pair transmission).

NEXT is the noise induced by a transmitter to a neighbouring receiver due to
unwanied signal coupling.

Delay skew is the difference in delay between pairs.

The signal-to-noise ratio (SNR), the ratio between the impairments (typically referred
to as noise) and the transmit signal, is maintained in order to achieve an acceptable bit
error rate (BER) of 10-10.

All Ethernet twisted-pair technologies are subject to signal impairment. But in the case
of 1000 BASE T, these disturbances are cancelled. Echo, FEXT, NEXT is countered
by echo/crosstatk cancellation. The effect of attenuation is countered at the receiver by
the equalization of the signal, which compensates for the cabling losses. All these
actions provide additional immunity to noise but require complex DSP algorithms (a
proven technotogy also used in voice band telephone modems).
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Eye Diagram
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The eye patterns of 1000 BASE T signaling are shown. The eye pattern illustrated was
produced by a modulated random-data waveform, with each symbol period tracing
from left to right and starting in the same place on the left. As shown in the figure the
PAM-5 modulation of 1000 BASE T provides closer consecutive levels of signhals (5
levels, separation of 0.5 V) and hence a greater sensitivity to transmission distortions
than 100 BASE TX (3 levels, separation of 1 V). That is, it has a reduced signal-io-
noise margin compared to 100 BASE T. (100 BASE TX uses three-level signaling:
MLT-3).

The reduced noise margin lost at the level of PAM-5 is recovered thanks fo the use of
convolution coding. Convolution coding implemented by 1000 BASE T {(called Trellis
coding) allows ervor detection and correction by the receiver (through Viterbi
decoding). These are established, proven technologies defined and used in modems,
In comparison, 100 BASE TX uses block coding (4B5B coding, four bits coded by five
symbols). Block coding uses simple codes that do not offer error detection or
correction.

In fact, the use of Treflis coding and Viterbi decoding makes 1000 BASE T even more
resilient fo external noise than 100 BASE TX, since 1000 BASE T transmits
‘Uncorrelated’ symbols in the transmitted symbol stream; no correlation is allowed
between symbol streams travelling in both directions on any pair combination, and no
correlation is allowed between symbol streams on each pair. External noise pickup is
generally correlated (common mode!) to each pair. External noise can be cancelled
statistically, providing improvements in noise immunity that are not available in the
technology of 100 BASE TX.
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4.3 1000 BASE X

1000 BASE CX
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—

1.25 Gsps @ 160...5000m

—

2 pair fiber

The 1000 BASE X standard uses unidirectional transmission. Signals are transmitted
in one direction on a single wire pair. By using two pairs, full-duplex transmission is
supported.
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8B/10B Line Code
125 MHz 1 Ghil/s = 125 Mbyle/s
clock parallel data byte Dx.y control Kx.y I select data or contrel mode

Kx.y: 12 out-of-band indicators
{special control charactars)
idle, data delimiters, test, ...

- 10/8 rate increase on the line
{1Cbps — 1.25 Gsps)

+ balanced; almost equal number
of 1 and 0 bits across any seguence
{disparity control)

+good transition density for
easy clock recovery

-+ efror-detection capability

8B/MOB ocrigin:
Fiber Channel

LSB sant first

The encoding scheme used for all the Gigabit Ethernet options except twisted-pair is
8B/10B. This scheme is also used in Fiber Channel. With 8B/10B, each 8 bits of data
is converted into 10 bits for transmission. The 8B/10B scheme was developed and
patented by IBM (200-megabaud ESCON interconnect system). Advantages:

« It is well balanced, with minimal deviation from the occurrence of an equal number of
1 and 0 bits across any sequence (minimum DC content on the serial line).

« It provides good transition density for easier clock recovery.
» It provides useful error-detection capabhility.

The 8B/10B code is an example of the more general mBnB code, in which m binary
source bits are mapped into n binary bits for transmission. Redundancy is built into the
code to provide the desired transmission features by making n > m. The 8B/10B code
actually combines two other codes, a 5B/GB code and a 3B/4B code. The use of these
two codes is simply an artefact that simplifies the definition of the mapping and the
implementation; the mapping could have been defined directly as an 8B/108 code. In
any case, a mapping is defined that maps each of the possible 8-bit source blocks into
a 10-bit code block. Disparity confrol keeps track of the excess of zeros over ones or
ones over zeros. An excess in either direction is referred to as a disparity. If there is a
disparity, and if the current code block would add to that disparity, then the disparity
control block complements the 10-bit code block. This complement has the effect of
gither eliminating the disparity or at least moving it in the opposite direction of the
current disparity. Disparity determines the DC component of a serial line.

The encoding mechanism also includes a conirol line input, K, which indicates whether
the lines A through H are data or control bits. In the latter case, a special nondata 10-
bit block is generated. A total of 12 of these nondata blocks are defined as valid in the
standard. These blocks are used for synchronization and other control purposes.
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4.4 MAC (Medium Access Control)
CSMA/CD (half duplex)

Carrier Extension

Destination | Source | Type
address | address | Length

Preamble |SFD

Data +PAD | FCS | Carrier Extension bits (CEb)

= 64 bytes = 512 bits = 0.512 us !

= 512 bytes = 4096 bits = 4,006 s

Frame Bursting

Frame 1 CEb Frame 2 Frame 3 Frame 4

, ——
SlotTime = 512 bytes |

¥

Burst Timer = 8192 bytes

Full Duplex
NO Carrier Extension and Frame Bursting

Media Access Layer
Half Duplex

For traditional Ethernet hub operation, in which only one station can transmit at a time
{half-duplex), the basic CSMA/CD scheme has two enhancements:

*Carr ier extension; Carrier extension appends a set of special symbols to the end of
short MAC frames so that the resulting block is at least 4096 bit-times in duration, up
from the minimum 512 bit-imes imposed at 10 and 100 Mbps. This extension makes
the frame length of a transmission longer than the propagation time at 1 Gbps over
100m. When this is not done, the cable length would have to be reduced to about 10m.

* Frame bursting. This feature allows for multiple short frames fo be transmitted
consecutively, up to a limit, without relinquishing control for CSMA/CD between
frames. The first packet is padded to the slot time if necessary using carrier extension.
Subsequent packets are transmitted back to back {no idle periods on the medium,
which inhibits any waiting host transmitting) until a burst timer (8192 bytes) expires.
Frame bursting avoids the overhead of carrier extension when a single station has a
number of small frames ready to send.

Full Duplex

With a LAN switch (full-duplex operation), which provides dedicated rather than shared
access to the medium, the carrier extension and frame bursting features are not
heeded. They are unnecessary because data transmission and reception at a host can
occur sirmultaneously without interference and with no contention for a shared medium.
All the gigabit products on the market use a switching technique, and so do not
impiement the carrier extension and frame bursting.

The pause protocol (defined for 100-Mbps Ethernet) is expanded by allowing
asymmetric flow control. Using the auto negotiation protocol, a device may indicate
that it may send pause frames to its fink partner but will not respond to pause frames
from its partner.
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5. Switched Ethernet

5.1 Microsegmentation

segment

LAN
SWITCH

Store-and-Forward switching

copy entire frame

no coflisions

1 host / segment
increased BW / user

Cut-Through swilching
copy destination address

* 110 ersor checking

» CRC error
check 1 +runt (< 64 byte)

+ giant (= 1518 bytes) » reduced latency

A LAN switch is a device that provides much higher port density at a lower cost than
traditional bridges. For this reason, LAN switches can accommodate network designs
featuring fewer users per segment, thereby increasing the average available
bandwidth per user.

The trend toward fewer users per segment is known as microsegmentation.
Microsegmentation allows the creation of private or dedicated segments, that is, one
user per segment. Each user receives instant access to the full bandwidth and does
not have to contend for available bandwidth with other users. As a result, collisions (a
normal phenomenon in shared-medium networks employing hubs) do not occur. A
LAN switch forwards frames based on either the frame's layer 2 address {(Layer 2 LAN
switch), or in some cases, the frame's layer 3 address (multi-layer LAN switch, router
functions are integrated). A LAN switch is also called a frame switch because it
forwards layer 2 frames, whereas an ATM switch forwards cells.

LAN switches can be characterized by the forwarding method they support.

With the Stfore-and-Forward switching method, the LAN switch copies the entire frame
into its onboard buffers and computes the cyclic redundancy check (CRC). The frame
is discarded if it contains a GRC error or if it is a runt (less than 64 bytes including the
CRC) or a giant (more than 1518 bytes including the CRC). If the frame does not
contain any errors, the LAN switch looks up the destination address in its swiiching
table, determines the ocutgoing interface and forwards the frame toward its destination.

With the Cut-Through switching method, the LAN switch copies only the destination
address (the first 6 bytes following the preamble) into its onboard buffers. It then looks
up the destination address in its switching table, determines the outgoing interface,
and forwards the frame toward its destination. A cuf-through switch provides reduced
latency because it begins to forward the frame as soon as it reads the destination
address and determines the outgoing interface.
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5.2 Switeh Architecture
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With CSMAJ/CD the throughput for a host reduces with increased load. A Fast Ethernet
switch allows multiple accessftransfers to be in progress concurrently by the use of a
switched hub, and duplex working over the circuits that connect the hosts to the hub.

The general architecture of a switching hub is shown. Each host is connected to the
hub by means of a pair of (duplex} lines which are implemented as two UTP pairs or
two multimode fiber cables, in the case of 100 BASE X. Each UTP pair or each fiber is
used to transmit at 100Mbps one in each direction of transmission. Full-duplex working
doubles the throughput.

With a switching hub, CSMA/CD is not used. Dedicated coliision-free communication
between network devices increases throughput.

Because each host can transmit frames simultaneously, a frame may be received at
muitiple input ports of the hub - and hence require processing - simultaneously.
Similarly, two or more frames may require the same oufput fine simultaneously. Hence
associated with each input and output line is a memory buffer (gueue) that can hold
several frames waiting to be either processed (input) or fransmitted (output). The
frames - memory pointers to the start of the frame in practice - are stored in an input
FIFO queue. The switch then reads the pointer to the frame at the head of each input
gueue in turn, obtains the destination MAC address from its head, and forwards the
frame pointer to the tail of the required output queue to await transmission.

in order to retain the same connectionless mode of operation of the other LAN types,
when the switch is first brought into service - and subsequently at periodic intervals -
the switch enters a fearning state. This is similar to that used in transparent bridges.
Hence when in the learning state, the switch simply initiates the onward transmission
of a copy of each frame received from an input line onto alf output lines. Prior to doing
this, however, the switch reads the source address from the head of the frame and
keeps a record of this, together with the input port number on which the frame was
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5.3 Flow Control

Continue
Ml = — o —

s
: — =,
‘ i e e
) ]

7]
F
[#]
R
E
w
A " - . . -
R SWITCHING | MAC address
D TABLE PORT | P1|P2|P3|P4

received, in a switching table {forwarding fable). The contents of the table are then
subsequently used to switch each received frame to a specific output port. There is a
store-and-forward delay associated with a switch, Also, as with a bridge, the FCS at
the tail of each frame is used to check for the presence of transmission errors prior to
the frame being forwarded and corrupted frames are discarded.

Flow Control

Full-duplex operation requires concurrent implementation of the optional flow-control
capability that allows a receiving node (such as a network switch port) that is
becoming congested to request the sending node (such as a file server) o stop
sending frames. Under heavy load conditions it is possible for all the frame buffers
within the switch to become full The switch must discard any new frame(s).
Alternatively flow control can be used. When the level of memory in use reaches a
defined threshold, the switch initiates the transmission of what is called a Pause frame
(with a selected short period of time) on all of its input ports. On receipt of a Pause
frame, the attached host must then stop sending any further frames to the switch until
either a defined time has expired or i receives a notification from the switch that the
overload condition has passed. Having sent a Pause frame, the swifch monitors the
level of memory in use and, when this falls below a second level, it sends out a
Continue frame (pause frame with a zero time-to-wait value) on all input ports to
inform the attached hosts that they can now resume sending new frames.

Pause frames are identified as MAC control frames by an exclusive assigned
(reserved) length/type value. They are also assigned a reserved destination address
value to ensure that an incoming pause frame is never forwarded to upper protocol
layers or to other ports in a switch.

The full-duplex and flow control options are enabled on a link-by-link basis, assuming
that the associated physical layers are also capable of supporting the options.
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5.4 Network Configuration
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Network Configuration example

in order to obtain a high level of throughput, the two servers are connected directly to
the switch by means of duplex 100 Mbps lines. All the end-user hosts then gain
access to the servers through either a 10 BASE T or & 100 BASE TX hub. Both these
types of hub operate in the half-duplex repeating mode. Hence the duplex uplink port
connecting each hub to the switch has bridging circuitry within the hub to temporarily
buffer all frame transfers to and from the switch and to perform the CSMA/CD MAC
protocol associated with the shared medium hub ports.

Switching Bandwidth

LAN switches can be characterized accerding to the proportion of bandwidth allocated
to each port. Symmetric switching provides evenly distributed bandwidth to each port,
while asymmetric switching provides unequal bandwidth between some ports.

An asymmefiric LAN swifch provides switched connections between ports of unequal
bandwidths, such as a combination of 10 BASE T and 100 BASE T. This is also called
10/100 switching. Asymmetric switching is optimized for client-server traffic flows
where multiple clients simultanecusly communicate with a server, requiring more
handwidth dedicated to the server port to prevent a bottleneck at that port.

A symmetric LAN swifch provides switched connections between ports with the same
bandwidth, such as all 10 BASE T or all 100 BASE T. Symmetric switching is
optimized for a reasonably distributed traffic load (peer-te-peer desktop environment),

Collision Domain

A collision domain is defined as a single CSMA/CD network in which there will be a
collision if two hosts attached to the sysiem both transmit at the same time. A LAN
switch separates collision domains since they do not forward collision signals.
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6. Auto - Negotiation

10BASE T

' = H I
NLP's | l NLP = Normal Link Pulse lnk inegrity

FLP bursts ”“” “”” FLP = Fast Link Pulse

acdvertise, ack, reject, configure

multi-speed 18 Mbps

fufl-cluplex half-duplex
Selection QOperation Transmission HMax. total
Level Mode Mode fransfer rate
highest priority — 9 1000 BASE T full-cuplex 2000 .

B 1000 BASET | half-duplex 1000 required
7 100 BASE T2 fuil-dupfex 200
6 100 BASE TX full-dupiex 200
5 100 BASE T2 half-duplex 100
4 100 BASE T4 half-dupiex 100 aption
3 100 BASE TX half-duplex 100
2 10BASET full-duplex 20
1 10BASET half-desplex 10

The purpose of auto negotiation is to find & way for two NICs that share a UTP link to
communicate with each other, regardless of whether they both implemented the same
Ethernet version or option sat. It allows the NIC's to achieve the best possible mode of
operation over the UTP link: automatic speed matching for multi-speed NIC's,
automatic half-duplex/full-duplex mode matching.

Auto negotiation is performed totally within the physical layers during link initiation,
without any additional overhead either to the MAC or to higher protocol layers. Auto
negotiation allows UTP-based NICs to do the following:

+ advertise their Ethernet version and optional capabilities to the other NIC

* acknowledge receipt and understand the operational modes that both NICs share
* reject any operational modes that are not shared

« configure each NIC for highest-level operational mode that both NICs can support

Auto negotiation is an option for 10 BASE T, 100 BASE TX, and 100 BASE T4, butitis
required for 1000 BASE T implementations. The table shows the defined selection
priority levels (highest level = top priority} for UTP-based Ethemnet NIC’s.

The auto negotiation function in UTP-based NIC’s uses a modified 10 BASE T link
integrity pulse sequence in which the Normal Link Pulses (NLP's) are replaced by
bursts of Fast Link Pulses (FLP's), generated automatically at power-up. Each FLP
burst is an alternating clock/data sequence in which the data bits in the burst identify
the operational modes supported by the transmitting NIC and also provide information
used by the auto negotiation handshake mechanism. If the NIC at the other end of the
link is a compatible NIC but does not have auto negotiation capability, a parallel
detection function still allows it to be recognized. A NIC that fails to respond to FLP
bursts and returns only NLP’s is treated as a 10 BASE T half-duplex NIC.
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7. Technology Migration

power users

sener

backbone

server

— 10 Mbps
= 100 Mbps

1000 BASE T allows a simple performance boost to support exploding bandwidth
requirements on networks. 1000 BASE T is best suited for unclogging network
bottlenecks that occur in three main areas:

*» connection to high-speed servers
*» workgroup aggregation
+ desktop connections

In the network configuration shown, the initial building backbone is 10/100 Mbps
Ethemnet/Fast Ethernet. Several segments are aggregated in a 10/100 Mbps switch.
Also several servers are connected to the switch witch dedicated 10/100 Mbps
connections. Some power users have dedicated 10/100 Mbps switched connections to
their hosts.
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power users
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When users are starting to experience slow response times, an upgrade can be
implemented in three areas:

* Upgrading the backbone with a 1 Gbps Gigabit Ethernet Switch

* upgrading the workgroup switches that support power users or large workgroups with
Gigabit Ethernet downlink modules

* implementing Gigabit Ethernet NICs in key servers

As a result of these measures, the speed of the backbone increases tenfold to
accommodate the overall increase in network bandwidth demand, while the
investment in existing workgroup switches, host NICs and existing cabling is
preserved.

In a second phase the power user can be uparaded to Gigabit Ethernet NiCs, giving
them full access to the resources of the network.
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8. Token Ring (IEEE 802.5)

8.1 Physical

8.1.1 Wiring Configurations
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Ring networks are used for both local and wide area networks. Among their many
attractive features is the fact that a ring is not really a broadcast medium, but a
collection of individual point-to-point links that happen to form a circle. Point-to-point
links involve a well-understood and field-proven technology and can run on twisted
pair, coaxial cable, or fiber optics. Ring engineering is also almost entirely digital,
whereas lEEE 802.3, for example, has a substantial analog component for collision
detection. A ring is also fair and has a known upper bound on channel access.

With an Ethernet LAN the time to transmit a frame is non-deterministic since, during
heavy load conditions when collisions are likely to be frequent, the transmission of a
frame may be delayed and, in the limit, unsuccessful. In industrial environments such
as manufacturing and process conirol, this is unacceptable. Hence although token ring
LAN's also use a high bit rate shared/broadcast transmission medium, in order to
provide a deterministic service, they utilize a completely different MAC method.

Also, frames can be assigned different priorities. The MAC method, therefore, also
contains a priority control algorithm to ensure higher priority frames (for example those
containing alarm messages) are transmitted before lower priority frames.

For these reasons, IBM chose the ring as its LAN and IEEE has included the foken
ring standard as IEEE 802.5.

A ring really consisis of a collection of ring interfaces connected by unidirectional
point-to-point links. Each bit arriving at an interface is copied into a 1-bit buffer and
then copied out onto the ring again. While in the buffer, the bit can be inspected and
possibly modified before being written out. This copying step introduces a 1-bit delay
at each interface.
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Star Topology

logical ring

physical star K| fault lobe

' down

inserfed bypassed inserted

Ring interfaces have two operating modes, listen and transmit. In listen mode, the
input bits are simply copied to output, with a delay of 1 bit time. In transmit mode,
which is entered only after the host has permission to transmit, the interface breaks
the connection between input and output, entering its own data onto the ring. To be
able to switch from listen to transmit mode in 1 bit time, the ring interface usually
needs to buffer one or more frames itself rather than having to fetch them from the
host on such short notice.

One problem with a ring network is that if the cable breaks somewhere, the ring dies.
This problem can be solved by the use of a MAU (Multistation Access Unif) or
hub/concentrator. While logically still a ring, physically each host is connected to the
MAU by a cable containing (at least) two cable pairs (UTP, fiber), one for data to the
host and one for data from the host.

Inside the MAU are bypass relays that are energized by current from the hosts. if the
ring breaks or a host goes down, loss of the drive current will release the relay and
bypass the host. The relays can also be operated by software to permit diagnostic
programs to remove hosts one at a time to find faulty hosts and ring segments. The
ring can then continue operation with the bad segment bypassed. Although the IEEE
802.5 standard does not formally require this kind of ring, often called a star-shaped
ring, most {iEEE 802.5 LAN’s, in fact, do use MAU’s to improve their reliability and
maintainability. When a network consists of many clusters of hosts far apart, a
topology with multiple MAU's can be used. Just imagine that the cable to one of the
hosts were replaced by a cable o a distant MAU. Although logically all the hosts are
on the same ring, the wiring requirements are greatly reduced.
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Ring Redundancy

fault
NS

rd Y

Most token ring networks are installed with redundant main rings. As illustrated in the
figure, each MAU is connected through both the Rl and RO ports. Each main ring
connection contains two pairs: one which is used as the primary data path and a
second which serves as a back-up pair. When the ring is functioning correctly, data
travels only on the main pair. In the figure the arrows indicate how data travels on only
the main pair.

In the case of a cable failure on the main ring path, some MAU's will automatically
cause the main ring to wrap around and use the backup pair, preserving ring integrity.
As illustrated in the figure, only one pair is continuous, and the data path is self-looped
at the RI/RO ports. The arrows indicate how the data travels on both the primary and
the back-up pair.
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8.1.2 Signals - Line Code
symbof begin middle
1 = Tord data (differentiat Manchester)
encoding rules o tord Tord
J — — control (viclates differential Manchester)
® Tord —
information 1 0 0 1 0 J K 0 J K 1
data
NRZI
differential {
Manchester I 1 [ 1
clock encoding- increased bandwidth- polarily can ba changed (inversion tolerant)

Differential Manchester linecode

This is & code in which a binary 1 is represented by a mid-interval voltage transition in
the opposite direction from the previous bit. A binary 0 is represented by a mid-interval
voltage transition in the same direction as the previous bit.

The differential Manchester line code ¢an be read correctly by inverting the direction.

it guarantees one transition (rising or descending edge) per clock pulse, which is
equivalent to transporting a synchronization signal. The DC component is always
constant and may therefore be chosen to be zero. The signal spectrum is bunched
between 1/2T, and 1/T, with zero power at frequency zero, but it has a total width
twice that of the NRZ {Non Return tc Zero). The code has an efficiency of 50% since
two levels are used to encode one bit of data.

High and low levels are positive and negative signals of absolute magnitude 3to 4.5 V.

Token ring also uses a violation of the differential Manchester encoding to transmit the
two unigue control symbols (J and K) used to distinguish the Start Delimiter {SD) and
Ending Delimiter (ED) fields in tokens and frames.

Unlike binary data which always provides a voltage transition in the middle of a bit-
time, the J and K symbols do not change voltage for an entire bit-time. A J symbol is
represented by continuing the same voltage as the previous bit. A K symbol is
represented by the opposite voltage of the last bit.
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8.1.3 Signals - Medium

Maximum
Medium Host-to-MAU MAU-to-MAU  number of
repeaters
UTP 100 m 120 m 72
medium
STP 100 m 200 m 250 general guidelines
fiber - 2000 m
max Access

Data Rate  Line Code Frame Size Control

differential
4 Mbps Manchester 4550 bytes TP or DTR
differential
18 Mb) 18.200 bytes TP or DTR
PS " Manchester y TP = Token Passing
MLT-3 or DTR = Dedicated Token Ring
100 Mbps 4BEB/NRZ 18.200 bytes DTR (MAU = switch)

Medium

Unlike the relatively self-explanatory cabling guidelines for Ethernet 802.3 networks,
token ring guidelines are more flexible and dependent on a variety of factors,
Recommended cabling distances and numbers of stations per ring vary considerably
from vendor to vendor, and the most reliable sources are the specifications and
instaltation guides provided by manufacturers for their products. These typically
include charts that give allowable cable lengths for type of media, number of MAU's,
number of stations, and number of wiring closets in use.

The table lists general guidelines for the maximum size of token ring networks.
However, actual limitations for specific networks and products may vary greatly and
manufacturers of specific token ring MAU’s may guarantee better performance.

Dedicated Token Ring

The 1997 update to IEEE 802.5 introduced a new access control technique known as
dedicated token ring (DTR). A ring can be configured in a star topology by use of a
MAU (hub or concentrator). The token-passing (TP) algorithm can still be used so that
the ring capacity is still shared and access control is determined by the token.
However, it is also possible to have the central hub function as a switch, so that the
connection between each station and the switch functions as a full-duplex point-to-
point ink. The DTR specification defines the use of stations and concentrators in this
switched mode. The DTR concentrator acts as a frame-level relay rather than a bit-
level repeater, so that each link from concentrator fo station is a dedicated link with
immediate access possible; token passing is not used.
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8.2 Frame Format—~ Token Ring (IEEE 802.5)

SD ﬁ ED|  24-bit Token (Priority)

AC Destination| Source ol
D FC ED | FS
s T=1 Address Address Data FCS
t 11 2/6 2/6 < 5000 4 1 1 bytes
Starl-of-Frame FCS coverage " End-of-Frame

JKOJKOODD SD = Start Delimiter

PPPTMRRR AC = Access Controt (PPP=Priority bits, T=Token bit, M=Monitor bit, RRR=Reservafion bits)

3K 14 K1V E}  ED=End Delimiter {i=lntermediate-frame bits, E= Error-delected bits)

FFZZZZZ2Z FG = Frame Gontrol {F=Frame lypa bils, Z=control bits)

FS = Frame Status {A=Addresses recognized bit, C= Copied bifs)

*Starting delimiter (SD). Indicates start of frame. The SD consists of signaling
patterns that are distinguishable from data. It is coded as follows: JKOJKO00, where J
and K are nondata symbols. The actual form of a nondata symbol depends cn the
signal encoding on the medium.

*Access control {(AC). Has the format PPPTMRRR, where PPP and RRR are 3-bit
priority and reservation variables, and M is the monitor bit. T indicates whether this is a
token or data frame. In the case of a token frame, the only remaining field is ED.

*Frame control {FC). indicates whether this is an LLC data frame. If nof, bits in this
field control operation of the token ring MAC protocol.

*End delimiter (ED). Contains the error-detection bit (E), which is set if any repeater
detects an error, and the intermediate bit (1), which is used to indicate that this is a
frame other than the final one of a muttiple-frame transmission.

*Frame status (FS). Contains the address recognized (A) and frame-copiad (C) bits,
whose use is explained helow. Because the A and C bits are outside the scope of the
FCS, they are duplicated to provide a redundancy check to detect erronecus settings.
If a host detects its own MAC address, it sets the A bit to 1; it may also copy the frame,
setting the C bit to 1. This allows the originating host to differentiate three results of a
frame transmission:

+ Destination host nonexistent or not active (A =0, C = 0)
= Destination host exists but frame not copied (A=1, C =0)
* Frame received (A=1,C=1)
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8.3 Medium Access Control (MAC): Token Passing

—y

. host A waits for the token
from its upstream neighbor D

N

. host A seizes the token (T—1)

w

host A sends a packet to C by passing
it to its downstream neighbor B
host B repeats the packet

-

. host C copies packet addressed to it

[y

. host C sets Frame Status {A=C=1)
packet continues around the ring
host D repeats the packet

[e2]

. host A receives packet for C
and removes it from the ring

The token ring technigue is based on the use of a small frame, called a foken, that
circulates when all hosts are idle. A host wishing to transmit must wait until it detects a
token passing by, as indicated by a token bit T=0 in the AC field. The host seizes the
foken by setting the token bit to 1. This changing of the T bit in the token, transforms it
from a token into a start-of-frame sequence for a data frame (the SD and AC fields of
the received token function are the first two fields of the outgoing frame). The host then
appends the address of the intended recipient at its head and fransmits the remainder
of the fields needed to construct a data frame.

The frame is repeated (that is, each bit is received and then retransmitted) by all the
hosts in the ring until it circulates back to the initiating host, where it is removed. In
addition to repeating the frame, each host reads and stores the frame contents. The
intended recipient - indicated by the destination address in the frame header - retains a
copy of the frame and Indicates that it has done this by setting the Frame Status (A,C)
bits at the tail of the frame.

The frame on the ring will make a round trip. Under normal conditions, the first bit of
the frame will go around the ring and return to the sender before the full frame has
been transmitted. Only a very long ring will be able o hold even a short frame.
Consequently, the transmitting host must drain the ring while it continues to fransmit.
This means that the bits that have completed the trip around the ring come back to the
sender and are removed,

When a host seizes a token and begins to transmit a data frame, there is no token on
the ring, so other hosts wishing to transmit must wait. The transmitting host will insert
a new token on the ring. Once the new token has been inserted on the ring, the next
host down-stream with data to send will be able to seize the token and transmit.
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8.4 Token Management

8.4.1 Token Release

delayed foken release (shori'siow network)

7a. when the last bit of the packetta C
is received, host A generates and
passes on the token

OR

early token release (long/fest nefwork)

7b. when the last bit of the packetio C
is fransmifted, host A generates
and passes on the token

max. token holding time = 10 ms

The host transmits one or more frames, continuing until either its supply of frames is
exhausted or a token-holding timer expires. When the AC fieid of the last transmitted
frame returns, the host sets the token bit to 0 and appends an ED field, resulting in the
insertion of a new token on the ring.

A host may hold the token for the token-holding time, which is 10 ms unless an
installation sets a different value. If there is encugh time left after the first frame has
been transmitted 1o send more frames, these may be sent as well. After all pending
frames have been fransmitted or the fransmission of another frame would exceed the
token-holding time, the host regenerates the 3-byte token frame and puts it out onto
the ring.

Short (slow) network:

When a station issues a frame, if the bit length of the ring is less than that of the frame,
the leading edge of the transmitted frame will return to the transmitting station before it
has compieted transmission; in this case, the station may issue a token as soon as it
has finished frame transmission.

Long (fast) nefwork:

If the frame is shorter than the bit length of the ring, then after a station has completed
transmission of a frame, it must wait until the leading edge of the frame returns before
issuing a token. In this latter case, some of the potential capacity of the ring is unused.
ETR {early token release) allows a transmitting station to release a token as soon as it
completes frame transmission, whether or not the frame header has returned to the
station.

Stations that implement ETR are compatible and interoperable with those that do not.
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8.4.2 Active Ring Monitor

Active Ring Monitor
: monitor token
) + insert token af start-up
2 remove frame with M=1 + detect/correct loss of token (time-out)
monitor token + detect/correct duplication of token (if M=1)
* 24-bit Token olastic:
Taclk | W’ Rxelk = Trelk

master clock

ring latency > length of Token (24-bit}

L, = ring latency = propagation delay +n.MAC delay

v=0.2mns

] 10 Mbps: 1 bit=20m

100 Mbps: 1 bit= 2m

elastic buffer: compensates Rxclk = Txclk

Rxcik > Txclk: latency 4 = buffer T
Rxcik < Txclk: latency T = buffer

Associated with the ring is a single master station known as the active ring monitor
that supplies the master clock for the ring. All stations are capable of performing this
function and the active monitor is selected using a bidding process involving all the
stations that are currently inserted into the ring. All other inserted stations in the ring
frequency and phase lock their own clock using a DPLL and the incoming bit stream.

The active ring monitor ensures the ring has a minimum latency time. This is the time,
measured in bit times at the ring data transmission rate, taken for a signal to
propagate once around the ring. The ring latency time includes the signal propagation
delay through the ring transmission medium together with the sum of the delays
through each MAC unit. For the control token to circulate continuously around the ring
when none of the stations requires to use the ring (that is, all stations are simply in the
repeat mode), the ring must have a minimum latency time of at least the number of
bits in the token sequence to ensure that the token is not corrupted. The token is 24
bits long, so the active ring monitor provides a fixed 24-hit buffer, which effectively
becomes part of the ring to ensure its correct operation under all conditions.

To maintain a constant ring latency, an additional elastic (variable) buffer with a length
of six bits is added to the fixed 24-bit buffer. The resulting 30-bit buffer is initialized to
27 bits. if the received signal at the master MAC unit is faster than the master
oscillator, the buffer is expanded by a single bit. Alternatively, if the received signal is
slower, the buffer is reduced by a single bit. In this way the ring always comprises
sufficient bits to allow the token to circulate continuously around the ring in the
guiescent (idle) state.

Token maintenance is necessary. Loss of the token prevents further utilization of the
ring. Duplication of the token can also disrupt ring operation. One host must be
selected as a monitor to ensure that exactly one token is on the ring and to ensure that
a free token is reinserted, if necessary.
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8.5 Performance: CSMA/CD vs. Token Ring

b

mean
| transfer i
g delay Token Ring
(ms) i
67 + 100 hosts
+ 1518 pytes frames
CSMA/CD; + 10 Mbps
41 » 2.5 km cable
2 _m": J
) T T T T T ' 1 1 1 1
a 0.2 0.4 0.6 0.8 1

throughput

Monitor

An orphaned frame is one that was transmitted correctly on the ring but whose ‘parent’
died; that is, the sending station went down before it could remove the frame from the
ring. These are detected using the Monitor bit M. This is 0 on transmission and set to 1
the first time the packet passes the monitor. If the monitor sees a packet with this bit
set, it knows the packet is going by for the second time and it drains the packet off the
ring.

Performance

When traffic is light, the token will spend most of iis time idly circulating around the
ring. Occasionally a host will seize if, transmit a frame, and then output a new token.
There is some inefficiency with token ring because a host must wait for the token to
come around before transmitting.

However, when the fraffic is heavy, so that there is a queue at each host, as soon as a
host finishes its fransmission and regenerates the token, the next host downstream will
see and remove the token. In this manner the permission to send rotates smoothly
around the ring, in round-robin fashion. The network efficiency can begin to approach
100 percent under conditions of heavy load. The ring functions in a round-robin
fashion, which is both efficient and fair. After host A transmits, it releases a token. The
first host with an opportunity to transmit is B. If B transmits, it then releases a token
and C has the next opportunity, and so on.

In the cases where the load is significant, the token passing access method is superior
compared to CSMA/CD.
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1. Internetworking Terms

Subnetwork : constituent homogenecus network
» WAN = Wide Area Network
« LAN = Local Area Network

ES = End System : connected to subnetwork, support end-user applications/services

IS = Intermediate System : connected between networks, support communication
» bridge : connection between fike subnetworks - operates at layer 2
* router : connection between different subnetworks - operates at layer 3

Internet : collection of subnetworks, ESs, I1Ss

subnetwork

Internet: cafenet model = a concatenation of networks
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End System 2. Protocol Architecture End System
[ Application Process } [Appﬁcaﬁon Process ]
- Application’ é . .gAppiiﬁét.%ﬁﬁi_;Ei

Intermediate System
BRIDGE

Network

address

. MAC™
Puiin

Data Link*

MAC*

Physicar

[ Physicalss E :

Bridge

The most basic form of fransparent bridge is one that attaches to two or more LANs (each
attachment to a LAN is known as a port), listening to every MAC-frame transmitted and storing
each received frame until it can be transmitted on the LANs other than the one on which it was
received.

The bridge makes no modification to the content or format of the MAC-frames it receives, nor
does it encapsulate them with an additional header . Each frame to be transferred is simply
copied from one LAN and repeated with exactly the same bit pattern as the other LAN. (The two
LANs use the same LAN protocol.)

The bridge should contain enough buffer space to meet peak demands. Over a short period of
time, frames can arrive faster than they can be transmitted (because the other LAN is busy).

The bridge does an interpretation of the MAC addresses. At a minimum, the bridge must know
which addresses are on each network in order to know which frames to pass.

The bridge provides an extension fo the LAN that requires no maodification to the
communications software in the stations attached to the LANs. It appears to all stations on the
two {or more) LANs that there is a single LAN on which each station has a unique address. The
station uses that unique address and need not explicitly discriminate between stations on the
same LAN and stations on other LANs; the bridge takes care of that.
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End System

Application Process

. Application |

Networl

- Physical, |

Intermediate System

End System

Application Pracess J

appteaton |

DataLink, | [I & MAC,

Data Link, Data Link,

| Physicat;-

 Physical;
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3. Mode of Operation: Connectionless

for each datagram
the roufer maies
a separate

roufing decision

subnetwork

IP-datagram

router
MAC*,

MAC-frame
1 hR]IP IMACK,

MACH|

subnefwork

[} 1 D

- each IP-datagram contains the fulf source and destination {P-address

« each IP-datagram is treated independently by the network

» the IP-datagram is routed from source to destination:
it hops across the internet from router to router until the destination

» at each router a routing decision is made (independently for each IP-datagram)
concerning the next hop, based on the destination ‘network’
different IP-datagrams may travel different routes
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4. IP = Internet Protocol (Connectionless)

» Connectionless
Each packet is treated independently from all others. A sequence of packets
(datagrams) sent from one host to another may travel over different paths,
or may be lost while others are delivered.
There is no reservation of resources in advance of sending a datagram.

* Unreliable
Delivery is not guaranteed. The packet may be lost, duplicated, delayed,
delivered out of order, but the IP service will not detect such conditions,
nor will it inform the sender or receiver (no acknowledgment).

» Best-effort delivery
The 1P layer makes an earnest aitempt to deliver packets. Unreliability arises
only when routers are overloaded (congested) or underlying nefworks fail.

* Routing
Based on the IP address the routers select a path that the IP datagram will
follow through the network. Routing is based on a ‘destination network’, not
on a destination host.
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4.1 IPv4 Datagram Format

0 34 78 1516 1819 31
:Vl_erlsi't;n Illi-ll..] T;(;;e IOfisiar\:ricle e I'Tlotlal ILelnglthl (Blbit'w:)rd!s}l i
” N tdentification DM -Frégment Offset (64-bit words)
Lg : _Ti_rﬁe: to Live Protocol Header Checksum
8 | Source Address
Destination Address
3 opnons (+Paddmg) e

(identification, Source Address, Destination Address) JHL = IP Header Length (in 32-bit words)
= unique identification of IP datagram Flags: {D = Don't Fragment), (M = More)

Mostly datagram processing occurs in sofiware, than the contents and format are not
constrained by any hardware.

Version (IP version4), the first 4-bit field in the datagram, is used to verify that the sender,
receiver, and any routers in between them agree on the format of the datagram. This first bits of
the IP datagram define the format of the header bits that will follow. If standards change, hosts
will reject datagrams with protocol versions that differ from theirs, preventing them from
misinterpreting datagram contents according to an outdated format. The curent IP protocol
version is 4, but a version 6 is defined.

IHL, the IP Header Length field, also 4 bits, gives the datagram header length measured in 32-
bit words. IHL is needed because the header is of variable length. All fields in the header have
fixed length except for the IP Options and corresponding Padding fields. Padding (= insert 0's)
is used, if necessary, to extend the header to a multiple of 32 bits. The most common header,
which contains no options and no padding, measures 20 octets and has a [HL field of 5. The
maximum header length is (2*-1=15) x 4bytes = 60 bytes.

The Total Length field gives the length of the IP datagram measured in octets, including octets
in the header and data. The size of the data area can be computed by subtracting the length of
the header (IHL) from the Total Length. Because the Total Length field is 16 bits long, the
maximum possible size of an |P datagram is 218-1 or 85.535 octets. In most applications this is
not a severe limitation. i may become more important in the future when higher speed networks
can carry data packets larger than 85.535 octets. The default 1P datagram length is 576. It is
required that all hosts and routers service |P datagrams up to 576 octets in length without any
need for fragmentation.

To give room to fragmentation flags (D,M} the Fragmentation Offset is reduced with 3 bits and
has a maximum value of 231 = 8191 8-byte words = 65528 octets.
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different network sizes

< 128 nets - 16M hosts

< 16K nets - 695K hosis

< 2.1M nets - 256 hosts

lecal subnets

4.1.1 IP Address
IP address = ‘unigque’ identification of nefwork and host ‘connection’ on the Internat
32-bit integer in network-standard byte order (Big Endian) = MSByte first
MSByte L3Byte
w<128 class A fo| netid - hostid
i4 % |
128<w<192 classB jilo[  netid hostid
‘E‘ 21 ] "
192sw<224 class € 1fafe] = netid . o1 hostid
: 128
224 <w=240 class D 1|1 [1|0| multicast address
a
iocw<255  class E 1|1H1|°| e
T T 7
{81824 i
C,ai';b:fst/c " netid | subnetid| hostid
i :i: ;E
internet part local part E
dotted decimal: 1100000% 01001011 10001000 0G000001 =

193.75.136.1 = w.x.y.z

IP address

Each host ‘connected’ on a TCP/IP infemet is assigned a unique 32-bif IP address, that is used

in alf communication with that host connectian.

NIC = Network Information Center = addressing authority: assigns unique netid

Three different address formats (classes) are defined to allow for the different sizes of network
to which a host may be attached. The three primary classes are A, B, and C; each is intended
for use with a different size of network. The address class can be determined from the position
of the first zero bit in the first four bits. The remaining bits specify two subfields - a nefwork
identifier (netid) and a host identifier (hostid). The subfield boundaries are located on byie

boundaries to simplify decoding.
IP address = (classid+netid,hostid)

The netid identifies a network, the hostid identifies a host on that network (hierarchy).

Routers base routing on the netid, this makes routing

Class D: IP-Multicast is a form of muilti-paint delivery. Unlike broadcasting, multicasting allows
each host to choose whether it wants to participate a multicast. 1t allows transmission of an IP
datagram %o a set of hosis (spread across separate physical networks) that form a multicast
group. Membership is dynamic: a host may join / leave a multicast group at any time with the

IGMP (Internet Group Management Protocol).
Dotted Decimal Notation

When communicated in technical documents or through application programs, IP addresses are
written as four decimal integers separated by decimal points {(w.x.y.z), where each integer gives

efficient.

the value of one octet (0 .. 255) of the 32-bit IP address.

Big Endian

The internet standard for byfe order specifies that integers are sent most significant byte first:

Big Endian style (<> Little Endian).
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Address Conventions

|  netid | all Os l nefwork address

R - identification of a 'connection’ to a network nefid
S/B | netid" | hostid I » move host o other network = change [P address
» multiple connections = multiple IP addresses

D | netid - i all 1s I directed broadcast (fo all hosts) on network netid
D | all 1s l limited broadcast (to all hosts) on local network
(hardware / software support needed)
5 | all Os l this host (only at host start-up)
s/D | 127.0.0.1 E Ioopback (to Ioca!host)
_host: - host hosE T host < Kost o host
128764 - 128762 mhg:f 192451 _ 192452 : 192._4.5,3 . 193.4,5.4
|ESs, 127[] ES, | oo | £5, | - LES, | e 'E'sgf- S ES
gl R 'gs o e T
: network 128.7.0.0. A \. network 192 4 50 T i
(CJ'HSS B) . 128 7B6.5 Ny (c]ass C) "—‘I 1924.5.3 1255 255.255,255

192459

limited broadcast

An 1P address encode both a network and a host on that network, if does not specify an
individual machine, but a ‘connection’ to a network. Roufers and mulfi-homed hosts use an IP
address per connection to a physical network. If a host moves from one network to another, its
IP address must change.

IP addresses can be used to refer to networks as well as individual hosts. By convention, the
network address has hostid with all bifs 0. Hostid 0 is never a host.

A directed broadcast address (only destinationl) refers to all hosts on a specified physical
network, uniquely identified by its nefid. A broadcast address has hostid with all bits 1. On many
LAN network technologies {e.g., Ethernet) broadcasting can be as efficient as normal
transmission (IP broadcast maps on Ethernet hardware broadcast). Some networks like WAN's
do not support broadcast at all (telephone network). Thus, having an IP broadcast address does
not guarantee the availability or efficiency of broadcast delivery. Directed broadcast addresses
provide a powerful (and somewhat dangerous) mechanism that allows a remote system to send
a single packet that will be broadcast on the specified network. Disadvantage of directed
broadcast is that it requires knowledge of the network address.

A limited broadecast address or local network broadcast address (only destination!), provides a
broadcast address for the local network independent of the assigned P address. The local
broadcast address consists of thirty-two 1s (hence, it is sometimes called the "all 1s” broadcast
address). A host may use the limited broadcast address as part of a start-up procedure before it
learns its |P address or the 1P address for the local network. After startup the host should use
directed broadcast. As a general rule, TCP/AP protocols restrict broadcasting to the smallest
possible set of hosts.

Most TCP/IP implementations support a loopback interface that allows a client and server on
the same host to communicate through TCP/IP. The class A address 127 is reserved. Most
systems assign the [P address 127.0.0.1 and the name localhost. An P datagram send to the
loopback interface must not appear on any network.
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Subnetting (Address, Mask}

a single network address (nefid) hb;st v Fosf.
spans multiple physical subnetworks 4383341 12833420
routing ES1 LA ESZ RS

based on netid
as if there is
a single physical network
{address: infernet part)

routing S |MACT, Em:l::}lMAC’z.f
based on subnetid L RAEEE S
to the correct
physical subaetwork
(address: Jocal parf)

- /subnetwork
7. °128.33:4.0:: L i_lpsl P, | M_A_C"]MACE}
" (class B) R

Router R

all trafic to

network
128.33.0.0
14 18
[o[ metig: ] hostid
internet part local parf . : ;
[ netid” - [subnetid | hostid | subnetaddress (128.33.2.1)
> YLSM S

[1111111111111111 11411111 [00000000} subnet mask (255.255.255.0) Of;ggt”ggﬁs

Subnet addressing, subnet routing, or subnetfing allows a single network address to span
muitiple physical networks. It hides the internal network organization to external routers.
Subnetting is now a required part of IP addressing.

in the shown example a site has a single class B IP network address 128.33.0.0 assigned to i,
but it has two physical networks. Only the focaf roufer R knows that there are multiple physical
nets and how to route traffic among them; routers in other autonomous systems route all traffic
as if there were a single physical network. Once a packet reaches R, it must be sent across the
correct physical network to its destination. The local site uses the third octet of the address to
distinguish between the two networks. The manager assigns hosts on one physical net
addresses of the form 128.33.1.X, and hosts on the other et addresses of the form 128.33.2.X,
where X represents an integer used to identify a specific host. R examines the third octet of the
destination address and routes datagrams with value 1 to the network labeled 128.33.1.0 and
those with value 2 to the network labelled 128.33.2.0.

instead of dividing the 32-bit I[P address into a networkid and a hostid, subnetting divides the
address into a internet part and a local part. The interpretation of the infernet parf remains the
same as for networks that do not use subnetting. The interpretation of the focal parf as an
identification of a host on a physical network is left up to the site. The resuit is a form of
hierarchical addressing that leads to correspending hierarchical routing. The top level of the
routing hierarchy {i.e., other autcnomous systems in the internet) uses the internet part when
routing, the next level (e.g., the local site) uses the additional subnetid. Finally, the lowest level
(i.e., delivery across one physical network) uses the entire address (IP to MAC).

The TCPAP subnet standard is flexible: the local part partitioning can be chosen independently
for each physical network (VLSM=Variable Length Subnet Mask)

ex: 16 bit local part = 8 bit subnetid + 8 bit hostid or 3 bit subnetid + 13 bit hostid or ..

The subnet is used by the host to detect if the destination is on the same subnet. If positive, the
packet can be transmitted directly on the subnet. If negative, the host transmits the packet to
router connected to the subnet.

The subnet-directed broadcast address has hostid all 1's and the specific subnetid.

DATACOMMUNICATIE - Internetworking

19/05/2008

10



ir. J. Meel - DE NAYER instituut 19/05/2008

ES 4.1.2 Segmentation and Reassembly ES
i ‘alf’ fragments [0 ] []
AR with same 1D |- 1P ]
user 18 IS must arrive  |User{ | |

router router within ime! |5 L

}fragment
datagramy{ — =
l DL1 : DLZ DL3 ) Dj_a :
- PHy path MTU | ) [P, PR B il |
MTU, < 296 ] MTU, < 1500

Identification (ID) 14 } 14 14 14 14 14 14 14 14 14
IHL 5 !5 5 5 {5 5 5 5 !5 &
Total Length 508 ! 462 202 236 ;202 190 207 236, 292 190
Fragment Offset 0 i 61 Q 34 |61 95 Q 34 |61 a5
More 1 i0 1 1 i1 0 1 1 i1 0

Transmit |P-datagram with 930 bytes data (SDU=Service Data Unit}

THL = 5 (32-bit words) = 20 bytes {copied in each fragment)

Identification = 16-bit sequence number {‘unique’ identification for each |P datagram; 1D wrap-
around: 1D is to small for high speed networks: 2'¢ datagrams . 2'° bytes = 64 Mbyte)

Unlike datagrams, fragments are not independent. Each has its own copy op the 1P-header. Alf
fragments must arrive and within time or the ‘entire’ datagram is discarded,

Strategy: each fragment except for the last has maximum length
» The subnetwori; Maximum Transfer Unit MTU, is restricted to 512 bytes.
With a 20-byte IP header, this allows 492 data bytes per fragment.
The number of bytes in all except the final fragment must be divisible by 8 (fragment offset is
specified in terms of 684-bit words = 8 byte words): 492 / 8 = 61.5 bytes
max. number of data bytes / fragment is adjusted downward to: 61 x 8 = 488 bytes
maximum length fragment: Total Length= 488+20 = 508 bytes (— offset =61)
finat fragment: Total Length= (930-488)+20 = 462 bytes
* The subnetwork, Maximum Transfer Unit MTU, is restricted to 296 bytes (smallest MTU in the
path, called path MTU}. This requires repeated fragmentation,
With a 20-byte IP header, this allows 276 data bytes per fragment.
The number of bytes in all except the final fragment must be divisible by 8 :
max. number of data bytes / fragment is adjusted downward to; 34 x 8 = 272 bytes
maximum length fragment: Total Length= 272+20 = 292 hytes {— offset = 34)
final fragment: Total Length= (488-272)+20 = 236 bytes
* Reassembly is only done in the ES (host), not in the IS (router)! This is done based on the
unique Identification of the fragments. If one of the fragments is missing, the |P-datagram is
discarded, without an attempt to recover the datagram. Buffering is needed for the reassembly
because fragments do not necessarily arive in order.
+ The ID allows the fragments to be routed independently (connectionless).
- In subnelwork; the packets are much smaller than the allowed payload.
Transmission is not optimal in this subnefwork (header overhead).
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4.1.3 Time To Live (TTL)

Counter used to limit lifetime of IP datagrams (maximum = 255 = 28 -1),

« decremented at each router (hop counting)

» decremented muiltiple times when aqueued for a long time in a router

» when reached zero, the router discards the IP datagram and sends an
error message to the source (ICMP)

TTL guarantees that an IP datagram cannot travel around forever.
{even if a routing table is corrupt or routers route the datagrams in a circle)

The field Time To Live (TTL) specifies how long {humber of network hops) the datagram is
allowed to remain in the internet system (default value of 64). The idea is both simple and
important: whenever a host injects a datagram into the internet, it sets a maximum time that the
datagram should survive. Routers and hosts thaf process datagrams must decrement the Time
To Live field as fime passes and remove the datagram from the infemet when its time expires,

Estimating exact times is difficult because routers do not usually know the transit time for
physical networks. A few rules simplify processing and make it easy {o handle datagrams
without synchronized clocks.

Most routers hold a datagram for less than a second. In this case the router along the path from
source to destination is required to decrement the Time To Live field by 1 hop when it
processes the datagram header. The TTL effectively becomes a hop counter, decremented by
cne by each router.

To handle cases of congested {overloaded) routers that introduce long delays, each router
records the local time when the datagram arrives and leaves. The Time To Live field is
decremented by the number of seconds that the datagram remained inside the router waiting
for service [RFC 1009).

Whenever a Time To Live field reaches zero, the router discards the datagram and sends an
error message {ICMP) back to the source. The idea of keeping a timer for datagrams is
interesting because it guarantees that datagrams cannot trave! around an internet forever, even
if routing tables become corrupt and routers route datagrams in a circle. It prevents datagrams
from ending up in infinite loops.
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Os 7 |3 41 T I? BI T I15 4.1.4 Header Checksum
Version] [IHL | Type Of Service
: ) +1c
Total Length (8-titwords) ) +1e 1 complements addition
. of all 16-bit words in IP header
‘ldentification. .
' > +1¢c
DIM| | Fragment Offset (54-bit words)
) +1c At each router:
Time o Live Protocol = only the header is verified
) +1¢ + errors made by router found
Header Checksum = alf 0s + less computation
> +1¢ + higher protocols select
there own scheme
- Source Address 1 > +1c - data must be checked
by higher protocol
> +1c + header checksum recomputed
| Destination Address | D e {(at least TTL changes)
) +1c
ey tefresult) = Header Checksum
=7
Received Header Checksum

Field Header Checksum ensures integrity of header values. The IP checksum is formed by
treating the header as a sequence of 16-bit integers (in network byte order, Big Endian), adding
them together using one's complement arithmetic {end-around carry: a carry-out of the high-
order bit position must be added to the sum as a 1 in the LSB position), and then taking the
one's complement (inverse) of the result. For purposes of computing the checksum field Header
Checksum is initialized to a value of zero. Because some header fields may change during
fransit (e.g. TTL, segmentation related fields), this is verified and recomputed at each router.

It is important to note that the checksum only applies lo values in the IP header and not fo the
data. Separating the checksum for headers and daia has advantages and disadvantages.
Because the header usually occupies fewer octets than the data, having a separate checksum
reduces processing time at routers which only need to compute header checksums. The
separation also allows higher level protocols to choose their own checksum scheme for the
data. The chief disadvantage is that higher level protocols are forced to add their own
checksum or risk having corrupted data go undetected.

Fields source IP address and destination IP address contain the 32-bit IP addresses of the
datagram’s sender and intended receiver. Although the datagram may be routed through many
intermediate routers, the source and destination fields never change; they specify the IP
addresses of the original source and ultimate destination.
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4.1.5 Protocol Multiplexing and Bemultiplexing
Transport
Layer
i [
i7 6 17 6
RP* RP*
inferet
/ Layer /
ICMP IGMP ICMP IGMP
T e multiple users T\ [/
P employ the same P
IP protocol
Network Interface Layer Network interface Layer
el B e T
Protocol field
Protocol field in IP Header
inciuded in the used to select
1P Header ' protocol handler

The value in the profocol field specifies which high-level protocol was used to create the
message being carried in the dafa area of a datagram. In essence, the value of profocol
specifies the format of the dafa area. The mapping between a high level protocol and the
integer value used in the profocol field must be administered by a central authority to guarantee
agreement across the entire internet. A list of assigned protocol identifiers is maintained by the
internet Assigned Number Authority (IANA):

1 =1CMP = Internet Control Message Protocol
2 = IGMP = Internet Group Management Protocol
8 = EGP = Exterior Gateway Protocol (RP = Routing Protocol}
89 = OSPF = Open Shortest Path First (RP = Routing Protocol}
6 = TCP = Transmission Control Protocol
17 = UDP = User Datagram Protocol

Communication protocols use a technique called multiplexing and demulfiplexing throughout the
layered hierarchy. When sending a message, the source host includes extra bits that encode
the message type, originating application program, and protocols used. At the receiving end,
the destination host uses the extra information to guide processing.

The IP layer in the source host sets the profocol field before fransmission. The IP layer
multiplexes different modules that send 1P datagrams inio [P datagrams by using the profocol
field to specify the content of the IP datagram (data field).

The IP iayer in the destination host uses the profocol field to choose a module that handles the
incoming IP datagram. The IP layer demultiplexes the I[P datagram based on its protocol type.

Multiplexing and demultiplexing occur at almost every protoco! layer.
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4.1.6 Type of Service (TOS)

Specification by an upper-tayer protocol
how the current IP datagram shotld be handied.

P = Precedence — priority (0-7) = level of importance

Type of Transport (select one):
* D = Delay — normal / low
« T = Throughput — normal / high
+ R = Reliability — normal / high
* M = Monetary Cost — normal / low

Hint to the routing algorithm (select between paths with different performances)
Internet does not guarantee the requested Type of Service!

Three Precedence bits specify datagram precedence, with values ranging from 0 (nhormal
precedence) through 7 (network control}, allowing senders to indicate the importance of each
datagram. Although most host and roufer software ignores Type Of Service (TOS), it is an
important concept because it provides a mechanism that will eventually allow control
information to have precedence over data.

Bits D, T, and R specify the fype of fransport the datagram desires. When set, the D bit
requests fow delay, the T bit requests high throughput, the R bit requests high relfability and the
M bit requests low monefary cost. Of course, it may nof be possible for an infemet to guarantee
the type of transport requested (i.e., it could be that no path to the destination has the requested
property). The transport request is a hint fo the routing algorithms, not as a demand. If a router
does know more than one possible route to a given destination, it can use the type of transport
field to select one with characteristics closest to those desired. Suppose the router can sefect
between a low capacity leased line or a high bandwidth (high delay) satellite connection.
Datagrams carrying keystrokes from a user to a remote computer have the D bit set requesting
& quick delivery, while datagrams carrying a bulk file transfer could have the T bit set requesting
that they travel across the high capacity satellite path.

The routing algorithms must choose from among underlying physical network technologies that
each have characteristics of delay, throughput, and reliability. Often, a given technology trades
off one characteristic for another {e.g., higher throughput rates at the expense of longer delay).
The algorithm is given a hint about what is most important; i seldom makes sense to specify all
three types of service.

Recommended values for TOS field: Teinet (D=1}, FTP-control (D=1), FTP-data (T=1), SMTP-
command phase (D=1), SMTP-data phase (T=1), DNS UDP gquery (D=1), SNMP (R=1),
NNTP=Network News Transfer Protocol {(M=1).
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Differentiated Service (DS): new definition for TOS (RFC2474)

8 15

DsCP cu

* DSCP = Differentiated Services Code Foint
index to identify/select the particutar Per Hop Behaviour (PHB)
an IP datagram is to receive at an |P core router

« CU = Currently unused

customer
IP datagram

DS octet
defines PHB

Traffic classification/shaping/scheduling ER = Edge Router (compiex)
Service Level Agreements (SLA) CR = Core Router {simpie)

RSVP is intended to support guality-of-service (QoS) offering in the Internet and in private
internets. Although RSVP is a useful tool in this regard, it is relatively complex to deploy.
Further, it may not scale well to handle large volumes of traffic because of the amount of control
signalling required to coordinate integrated QoS offerings and because of the maintenance of
state information required at routers.

As the burden on the Internet grows, and as the variety of applications grow, there is an
immediate need to provide differing levels of QoS {o different traffic flows. The differentiated
services (D8) architecture (RFC 2475) is designed to provide a simple, easy-to-implement, low-
overhead fool to support a range of network services that are differentiated on the basis of
performance.

Several key characteristics of DS contribute fo its efficiency and ease of deployment:

* IP packets are labelled for differing QoS treatment using the existing IPv4 Type of Service -
octet, Thus, no change is required fo IP.

+ A Service Level Agreement (SL.A) is established between the service provider (internet
domain} and the customer prior fo the use of DS. This avoids the need fo incorporate DS
mechanisms in applications. Thus, existing applications need not be modified to use DS.

* DS provides a built-in aggregation mechanism. All traffic with the same DS octet is {reated the
same by the network service. For example, multiple veice cennections are not handled
individually but in the aggregate. This provides for good scaling to larger networks and traffic
loads.

+ DS is implemented in individual routers by queuing and forwarding packets hased on the DS
octet. Routers deal with each packet individually and do not have to save state information on
packet flows.

Although DS is intended to provide a simple service based on relatively simple mechanisms,
the set of RFCs related to DS is relatively complex.
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Differentiated Service (DS): Per Hop Behaviour
DSCP = [abel to classify packets for DS

* DSCP = 000000 — PHB BE = Best Effort Forwarding
Default PHB

* DSCP = xxx000 — PHB PS = IPv4 Precedence Service
Backward compatibility with the 1Pv4 Precedence service

+ DSCP =101110 — PHB EF = Expedited Forwarding
Virtual leased line service.
Low loss, low latency, low jitter and guaranteed bandwidth
for an aggregate flow.

* DSCP = Oxxxx0 — PHB AF = Assured Forwarding
Four different service classes (AF1, AF2, AF3, AF4) defined by the ISP
{Internet Service Provider) in terms of defay, throughput, loss.
Each class has 3 different levels of drop priority (flow, medium, high}.

PHB = preferential, differentiated queuing behaviour in the 1P Core Routers
for aggregate flows (the PHB can be implemented differently for each router)

Differentiated Services

The DS type of service is provided within a DS domain, which is defined as a contiguous portion
of the Internet over which a consistent set of DS policies are administered. Typically, a DS
domain would be under the control of one administrative entity. The services provided across a
DS domain are defined in a Service Level Agreement (SLA), which is a service contract
between a customer and the service provider that specifies the forwarding service that the
customer should receive for various classes of packets. A customer may be a user organization
or another DS domain. Once the SLA is established, the customer submits packets with the DS
octet marked to indicate the packet class. The service provider must assure that the customer
gets at least the agreed QoS for each packet class. To provide that QoS, the service provider
must configure the appropriate forwarding policies at each router (based on DS octet value) and
must measure the performance being provided each class on an ongoing basis. (Traffic
Shaping = The process of delaying packets within a packet stream to cause it to conform to
some defined traffic profile).

If a customer submits packets intended for destinations within the DS domain, then the DS
domain is expected to provide the agreed service. If the destination is beyond the custorner's
DS domain, then the DS domain will attempt to forward the packets through other domains,
requesting the most appropriate service to match the requested service.

PHB = the externally ocbservable forwarding behaviour applied at a node (router) to a behaviour
aggregate.

The default PHB is Best Effort Forwarding. Packets are forwarded in the order that they are
received as soon as link capacity becomes avaitable (higher priority packets are forwarded
first).
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4.1.7 Options

Optionsg: primarily used for network control, debugging and measurement
enabled by the source
not required in every datagram, variable length
padded out to a multiple of 4 bytes

* Security
Specifies how secret the IP datagram is (ignored by most routers).

( « Strict Source Routing
_ Gives the complete routing path to be followed from source to destination.
<) - send emergency packets when routing tables are corrupted
‘g’ - make timing, throughput measurements
[+ ]

+ Loose Source Roufing

\ The source host gives a lisf of roufers not to be missed.

( « Record Route
§ Each router appends its IP address <9 IP addresses
=P,
g + Timestamp

. Each router appends its |P address and timestamp (in ms) <4 (IP.,time) pairs

Confrol: The idea hehind source routing is that it provides a way for the sender to dictate a
path through the internel. For example, to test the throughput over a particular physical net-
work, N, system administrators can use source routing to force IP datagrams to traverse
network N even if routers would normally choose a path that did not include it. The ability to
make such tests is especially important in a production environment, because it gives the
network manager freedom to route users' datagrams over netwarks that are known to operate
correctly while simultaneously tesiing other networks. Of course, such routing is only useful fo
people who understand the network topology; the average user has no need to know or use it.

Monifor: The routing and timestamp options are the most interesting because they provide a
way to menitor or control how internet routers route datagrams. The record route option allows
the source to create an empty list of IP addresses and arrange for each router that handles the
datagram fo add its |P address to the list.

Whenever a router handles a datagram that has the record route option set, the router adds its
address to the record route list (RFC 791: the router records it's ‘outgoing’ IP-address. The
option space is limited: the maximum IP-header length is 15x4=60 octets. The standard IP
header takes 20 bytes. The options code needs 3 bytes so the space to hold IP addresses of
routers is limited to 37 bytes. This results in a maximum of 9 IP addresses or 4 (IP address,
timestamp) pairs that can be registered in the |P header option space.

When the datagram arrives, the destinafion host must extract and process the list of IP
addresses. If the destination handles the datagram as usual, it will ignore the recorded route.
Note that the source must agree to enable the record route option and the destination must
agree to process the resultant iist; a single machine will not receive information about recorded
routes automatically just because it turns on the record route option,
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5. ICMP = Internet Control Messaqge Protocol (RFC792)

IP: connectionless, unreliable, best effort delivery of datagrams

ICMP: from hosts / routers fo source host
control and error reporting (# error correct) + testing
integral part of each IP implementation

source host

X
\ . 7 fdiseonnect
-/ (HW/app!
o ._.( ppl}
TIL=0) AN
congested router - SR
: connection fails
can be different return path

« |ICMP messages are delivered in [P datagrams, thus may be lost or discarded

+ ICMP messages are only send fo the /P source host specified in the IP-header

- ICMP messages are not generated for errors that result from ICMP messages,
for fragments other than the first, for an IP datagram to an IP broadcast address.

IP fails to deliver datagrams when a network fails, a destination host is disconnected, the TTL
counter expires or a router becomes congested. The ICMP provides a special-purpose
message mechanism to inform about failures and is an integral part of 1P.

ICMP only reports error conditions {(problem feedback) to the original IP source in response to a
datagram. The source must relate errors to individual application programs and take action to
correct the problem.

ICMP is restricted to communication with the /P source. The datagram only contains address
fields that specify the |P source and the destination; it does not contain a complete record of its
trip through the internet (except for unusual cases where the record route option is used).
Because routers can establish and change their own routing tables, there is no global
knowledge of routes. Thus, when a datagram reaches a given router, it is impossible fo know
the route it has taken to arrive there. If the router detects a problem, it cannot know the set of
intermediate routers that processed the datagram, so it cannot inform them of the problem.
instead of silently discarding the datagram, the router uses ICMP to inform the IP source that a
problem has occurred, and trusts that host administrators will cooperate with network
administrators to locate and repair the problem.

Each ICMP message travels across the internet in the data portion of an IP datagram, and are
routed exactly like datagrams carrying information for users; there is no additional reliability or
priority. Thus, error messages themselves may be lost or discarded. Source and network must
be robust to loss of all ICMP messages.

In an already congested network, the error message may cause additional congestion. To avoid
the problem of having error messages about error messages (prevent infinite recursion of ICMP
message generation) ICMP messages are not generated for errors that result from datagrams
carrying ICMP error messages, for datagrams destined to an IP broadcast (prevent broadcast
storm) or for a fragment ofher then the first.
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5.1 ICMP Message Format

ICMP header

Pheader|

0 78 1518 31

L L | T T B T H T T T T T T T T T .1 T T T T 7 T

S Type | Code: L0 Checksum.

Parameters

Optional IGMP Message Da

Error reporting: P header -+ first 8 octets of datagram causing problem (ports+SN)
Testing: testdata
Checksum over entire ICMP message, same additive aigorithm as |P

Data

Although each ICMP message has its own format, they all begin with the same three fields:
= an 8-bit integer message Type field that identifies the message (meaning and format)
+ an 8-bit Code field that provides further information about the message type

* a 16-bit Checksum field (ICMP uses the same additive checksum algorithm as P, but the
ICMP checksum only covers the ICMP message).

* Optional ICMP message data

There are two types of ICMP messages: error reporting and festing

- ICMP messages that report errors always include the IP header (20 octets) and the first 8
octets (64 bits) of the datagram causing the problem. The reason for returning more than the
datagram header alone is to allow the receiver to determine more precisely which protocol(s)
and which application program were responsible for the datagram. Higher-level protocols in the
TCP/IP suite are designed so that crucial information is encoded in the first 8 octets (64 bits)
[TCP: source port, destination port, sequence number — they identify the TCP segment and the
application].

- ICMP messages used for testing (request / reply) can include test data in the ICMP message
data part.
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5.2 ICMP Message Types
5.2.1 Error and Problem Reporting

Type Name Function S
3 o Desénaffonr Send by host or router when a segment is discarded:
Unreachable o Destination host/network unreachable or unknown
Protocol, port, SAP not present at destination host
Source routing used and route not available
Fragmentation needed and D=1 in IP header
Communication with destination network/host
administratively prohibited
11 Fime Exceeded TTL expired and IP datagram discarded
12 Parameter  Syntactic or semantic error inthe |P header. ICMP message
. Problem has a pointer to the octet in the datagram causing the error.
-4 Sowrce Quench A congested router or host that discards datagrams requests
' the source to reduce the rate at which datagrams are sent.
L3 Redirect A router informs a host attached to one of its networks to use
an alternative router ‘'on the same netwerk’ for forwarding
datagrams to a specific destination.

The IP header and the first 8 octets of the data field are included in the ICMP message.
This allows the source host to determine which protocol and application program
were responsible for the IP datagram causing a problem

ICMP Reporting

ICMP messages are a response to an |IP datagram. A reference to this 1P datagram (the 1P
header and the first 8 octets) is included in the ICMP message. This information is interpreted
by the source host.

Path MTU Discovery (PMTUD) mechanism based on Don't Fragment flag (D)

Fragmentation is mostly avoided due {o extra processing needed in the routers and problems
like Deterministic Fragment Loss and IP ldentification wrap-around.

The PMTUD mechanism proposes a guaranteed way to avoid fragmentation: set the Don't
Fragment (D) bit in the IP header on every datagram. If the datagram reaches a router that
cannot forward it, because of its length, the router must drop the datagram and return an ICMP
“Destination Unreachable/Fragmentation Needed and D set” message. The host receiving this
message reduces its packet size until the router can forward the datagram. The MTU estimate
value is communicated to TCP, which changes the MSS (Maximum Segment Size) for new
connections fo that destination.
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5.2.2 Testing (Request / Reply)

Type . Name Function
8/G © Eeho Reachability Testmg i
' Request/Reply The destination is instructed {request) to return (reply) the
: same message (optional data of variable length) to the
source. It is @ mechanism to check. the reachabiiity ofa
: _ C o specified host or router.
13/14  TFimestamp . Performance Testing
" Reguest/Reply 1tis a mechanism to sample the delay characteristic and the
round-trip time (RTT) of the internet.
3 time fields {32-bit) in Universal Time (ms since midnight):
» Originate Timestamp: source transmits request
* Receive Timestamp: destination receives request
» Transmit Timestamp: destination transmlts repty
1718  Address Mask Subnet Mask Testing
Request/Reply A host sends to a local router a request to learn from the
reply the subnet mask (32-bit) used for the ‘focal' network.

Parameter field = 16-bit Identifier + 16-bit Sequence Number
(Used by the P-source to match replies fo requests.)

The ICMP protocols provides facilities to help network managers or users ideniify network
problems.

Echo Request/ Echo Reply

One of the most frequently used debugging tools invokes the ICMP echo request and echo
reply messages. A host or router sends an ICMP echo request message o a specified
destination. Any machine that receives an echo request formulates an echo reply and returns it
to the original sender. The request contains an optional data area; the reply contains a copy of
the data sent in the request. The echo request and associated reply can be used to test
whether a destination is reachable and responding. Because both the request and reply travel
in IP datagrams, successful receipt of a reply verifies that major pieces of the transport system
waork, First, IP software on the source machine must route the datagram. Second, intermediate
routers hetween the source and destination must be operating and must route the datagram
correctly. Third, the destination machine must be running (at least it must respond to interrupts),
and both ICMP and IP software must be working. Finally, routes in routers along the return path
must be correct.

On many systems, the command users invoke to send ICMP echo requests is named ping
(Packet InterNet Gropher). Ping does not use TCP or UDP. Sophisticated versions of ping send
a series of ICMP echo requests, capture responses, and provide statistics about datagram loss.
They allow the user to specify the length of the data being sent and the interval between
requests. Less sophisticated versions merely send one ICMP echo request and await a reply.
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Mask repl source host

source host

' Echo requ_esbt
] I.E ‘
ﬂmestamp

Timestamp
reply

request

Timestamp Request / Timestamp Reply

Hosts use the three timestamp fields to compute estimates of the delay time between them and
to synchronize their clocks. Because the reply includes the Originate Timestamp (T, field, the
time at which the request entered the remote machine (Receive Timestamp = Tg), as well as
the time at which the reply le®t (Transmit Timestamp = Ty), the host can compute the network
transit time, and from that, estimate the differences in remote and local clocks.

In practice, accurate estimation of round-trip delay can be difficult and substantially restricts the
utility of ICMP timestamp messages. To obtain an accurate estimate of round trip time (RTT =
- Tgh one must take many measurements and average them. However, the round-trip time
between a pair of machines that connect to a large internet can vary dramatically, even over
short periods of time. Because IP is a best-effort technology, datagrams can be dropped,
delayed, or delivered out of order. Thus, merely taking many measurements may not guarantee
consistency; sophisticated statistical analysis may be needed fo produce precise estimates.

Address Mask Request / Address Mask Reply

When hosts use subnet addressing, some bits in the hostid portion of their [P address identify a
physical network. To participate in subnet addressing, hosts need to know which bits of the 32.
bit internet address correspond to the physical network and which correspond to host identifiers.
The information needed to interpret the address is represented in a 32-bit quantity called the
subnet mask.

To learn the subnet mask used for the local network, a host can send an address mask request
message io a router and receive an address mask reply. The host making the request can
either send the message directly, if it knows the router's address, or broadcast the message if it
does not,
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6. ARP = Address Resolution Protocol (RFC826)

source host destination host

iP,=193.75.136.1

MAC
‘| MAC, = 08:02:5A;32:44,45

. MAC
- MAC, = 00:02:AF:CD:44:45

Ethemnet LAN

P, | P, [MAC,[mAC, =2

| IP-data -

destination source source destinaticn

| Address Binding 1
Mapping IP Address on Physical Address

ARP allows a source host to find the physical (MAC) address of a destination host
on the same physical network, given only the /P address of the destination.

Two hosts on the same physical network can communicate only if they know each others
physical network address. A host or a router needs a technique to map an IP address to the
correct physical address when it needs to send a packet across a physical net.

Consider two machines ES, and ES, that share a physical network. Each has an assigned P
address IP,a nd IP,a nd a physical address MAC;and MAGC,. The goal is fo devise low-level
software that hides physical addresses and allows higherlevel programs to work only with
intemet addresses. Ultimately, however, comumunication must be carried out by physical
networks using whatever physical address scheme the hardware supplies. Suppose machine
ES, wants to send a packet to machine ES, across a physical network to which they both
attach, but ES, has only ES,'s internet address 1P, . The question arises: how does ES; map
that address to ES.'s physical address, MAC,?

The problem of mapping high-level addresses to physical addresses is known as the address
resolution problem and has been solved in several ways. Some protocol suites keep fables in
each host that contain pairs of high-levet and physical addresses. Others solve the problem by
encoding hardware addresses in high-level addresses. Using either approach exclusively
makes high-level addressing awkward at best.

ARP is a low-level protocol that hides the underlying network physical addressing, permitting to
assign independent (from MAC addresses} IP addresses o every host,

Remark: ARP works well only on broadcast LANs. In point-to-point LANs {like ATM), ARP
requests are replied by an ARP server. When a host boots up, it registers its MAC address with
the ARP server.
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6.1 ARP Message Format

Q 78 1516 31

T ¥ H T T T T H T T T T T T T T ¥ F T 3 ¥ T H T H T T T L T

Hardware Type (Ethernet=1) Protocol Type {IP =0800,)

HLEN (48 bit) PLEN (32 bit) : OPERATION

Source MAC Address (octet 0-3)

_ Source MAC Address foctet 4-5) Source IP Address (octet 0-1)

28 octets

Source IP Address (ccfet 2-3) | Dastination MAC Addr {octet 0-1)

Destination MAC Address (octet 2-5)

Destination IP Address (cctet 0-3)

Preamble Destination Source Frame Type ;::,; Frame Data. ZE@;@ CRC |
6:1500 ootets) | (32 bit)

(64 bity | MAC Address | MAC Address | (ARP=0806,)| . (4

Ethernet Frame Format (Broadcast LAN)

Encapsulation and Identification

An ARP message is carried in the data portion of a physical frame (encapsufation).

Ethernet Frame: To idenfify the frame as carrying an ARP request or ARP reply, the sender
assigns a special value to the type field in the frame header and places the ARP message in
the frame's data field. Ethernet frames carrying ARP messages have a Frame Type field of a
standard value 0806,. (Frame Type field for IP = 0800, for RARP = 8035,) The 28 octets of
the ARP messages are padded until 46 octets.

IEEE 802.3 frame: Frame Length: 2E,, (46 octets) - 5DC; (1500 octets).

ARP Message Format (for IP-to-Ethemet resolution)

« Unlike most protocols, the data in ARP packets does not have a fixed-format header. Instead,
the message is designed to be useful with a variety of network technologies. ARP can be used
with arbitrary physical (hardware) addresses and arbitrary profocol addresses. The example
shows the 28-octet ARP message format used on Efthernet hardware (where physical
addresses are 48-bits or 6 octets fong), when resolving IP protocol addresses {which are 32-bits
or 4 octets long).

« Fields HLEN and PLEN allow ARP to be used with arbifrary networks because they specify
the length of the MAC (hardware) address and the length of the high-level protocol address.
The source supplies its hardware address and IP address, if known, in fields Source MAC
Address and Source 1P Address.

* Field Hardware Type specifies a hardware interface type for which the source seeks an
answer; it contains the value 1 for Ethernet. Similarly, field Profocol Type specifies the type of
high-level protocol address the sender has supplied; it contains 0B00O(HEX) for IP addresses.

+ Field Operation specifies: ARP request (1), ARP response {2)
RARP request (3), RARP response (4}
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6.2 ARP Protocol Operation

source host destination host
1P,
MAC, J‘| MAC, = ?
Broadcast
LAN | 1P, | ? 1 1P, | MAC1IARPrequest| MAC1] FF:FF:FF:FF:FF:FF[—b
P ' b'h'ysical P physical operalion physical
destination destination source  source source broadcast

souwrce host destination host

Broadcast

LAN < MAC,|MAC, | ARPreply|MAC, | IP, | MAC,| IP, |
ghysical  physical operalion  physica! P physical P
destination  source SOUrce source destination destination

Resolution Through Direct Mapping

A numbering scheme can be selected that makes address resolution efficient. This means
selecting a function f that maps IP addresses to physical addresses. Resolving IP address |P,
means computing: MAC, = f(IP,). But MAC, is mostly fixed!

IP, and MAC, pairs can also be stored in a table and to resolve an {P address a search in the
table is done.

Resolution Through Dynamic Binding

The Address Resolution Protocol (ARF) is an efficient and dynamic solution to the address
resolution problem for networks like the Ethernet that have broadcasf capability. New hosts can
be added to the network without recompiling code and maintenance of a centralized database is
not required. To avoid maintaining a table of mappings, a low-level protocol is used fo bind
addresses dynamically.

When host ES, wants to resolve the |P address IP,, it broadcasts an ARP request that asks the
host with 1P address IPyto respond with its physical address, MAC,. All hosts, including ES,,
receive the request, but only host ES, recognizes its |P address and sends an ARP reply that
contains its physical address. When ES, receives the reply, it uses the physical address to send
the internet packet directly to ES,.

When making a request, the source also supplies the destination [P address (ARP), or
destination MAC address (RARP). Before the destination host responds, it fills in the missing
addresses, swaps the destination and source pairs and changes the operation to a reply. Thus,
a reply carries the IP and physical addresses of the requestor, as well as the IP and MAC
addresses of the machine for which a binding was scught.

The Address Resolufion Protocol, ARP, allows a host fo find the physical address of a farget
host on the same physical network, given only the destination's IP address.

ARP frame = IP datagram
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6.3 Address Resolution Cache

© + timeout

Ethemet

| P, f ? | IP, | MAC,| ARPrequest| MAC1|FF:FF:FF:FF:FF:FF[——
IP physical IP physicai physical
destination destination source  source source broadcast
S e’

+ every host updates its IP-MAC mapping cache on an ARP request broadcast
» a booting host broadcasts an ARP request looking for its own IP address
(if a response arrives, 2 host have the same IP address, the new host stops)
» to allow mappings to change, the ARP cache should time out (4 min ... 1000 s)

it may seem silly that for ES,to send a packet to ES, it first sends a broadcast that reaches
ES,. Or it may seem even sillier that ES, broadcasts the guestion, "How can | reach you?"
instead of just broadcasting the packet it wants to deliver. But there is an important reason for
the exchange. Broadcasting is far foo expensive to be used every time one host needs to
transmit a packet to another because it requires every host on the network to process the
broadcast packet. To reduce communication costs, hosts that use ARP maintain a cache of
‘recently’ acquired IP-to-MAC address bindings so they do not have to use ARP repeatedly.
Whenever a host receives an ARP reply, it saves the host's IP address and corresponding MAC
(hardware) address in its cache for successive lookups. When transmitting a packet, the host
always looks in its cache for a binding before sending an ARP request. If the host finds the
desired binding in its cache, it need not broadcast on the network.

« If host ES, is about to use ARP because it needs to send to ES,, there is a high probability
that host ES, will need to send to ES, in the near future. Extra network traffic is avoided by
arranging for ES, fo include its IP-to-physical address binding when sending a request fo £S5,

Because ES, broadcasts its initial ARP request, alf hosts on the network receive it and can
extract and store in their cache ES;'s IP-to-MAC address binding.

+ Every host broadcasts its mapping when it boots. This broadcast is generally done in the form
of an ARPrequest looking for its own IP address. There should be no response, but a side effect
of the broadcast is to make an entry in everyone's ARP cache. If a response does arrive, two
machines have been assigned the same P address. The new one should inform the system
manager and not boot.

* To allow mappings to change (e. g repiacement of an Ethernet board gives a new Ethernet
address), entries in the ARP cache should time out after a few minutes (recommended = 4 min,
practice = 1000sec)
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7. RARP = Reverse Address Resolution Protocol (RFC903)
diskless host boots RARP server

1P, =183.75.136.1

MAC
MAC, = 00:02.AF:C0:44:45

Ethemet LAN

3 MAC
- ‘| MAC, = 08:02:5A:32:44:45

destinaticn source source destination

I ] Address Binding
Mapping Physical Address on IP Address

RARP allows to determine an /P address given the physical (MAC) address
of the own host or an other host on the same physical network.

Physical network addresses are both low-level and hardware dependent, and each host using
TCPAIP is assigned a 32-bit IP address that is independent of the host's hardware address.
Application programs always use the |P address when specifying a destination. Hosts and
routers must use physical addresses fo transmit datagrams across underlying networks; they
rely on address resolution schemes like ARP to perform the binding.

The question arises, "How does a diskless machine determine its IP address at start-up
(boot)?" Such hosts will normally get there binary image of the operating system from a remote
server. Furthermore, because many diskless hosts use standard TCP/IP file transfer protocols
{o obtain their initial boot image, they must obtain and use an IP address before the operating
system runs.

To alfow a single software image to be used on a set of hosts, it must be built without having the
machine's IP address bound into the image. In particular, designers try to keep both boolstrap
code and initial operating system images free from specific IP addresses, so the same image
can be run on many hosts. When such code starts execution on a diskless host, it must use the
network to contact a server to obtain the host's IP address.

The idea behind finding an IP address is simple: the diskiess host sends a request to a RARP
server, and waits until the server sends a response. The server has a disk where it keeps a
database of internet addresses. In the request, the host needing to know its infernet address
must uniquely identify itself, so the server can look up the correct internet address and send a
reply. Both the host that issues the request and the server that responds use physical network
addresses during their brief communication.
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RARP Protocol Operation

source host RARP sever

Broadcast

LAN i ? |_MA‘CX] P, |MAC1 |RARPrequest| MAC1I FF:FF:FF:FF:FF:FFI—-
P physicat P bhy'sicai physical
destination destination source  source source broadcast

source host RARP server

)T MAC2

O N
Broadcast

IAN  —|MAC, |[MAC, |RarPreply [MAC, | IP, |MAC,| 1P, |
physical  physical physical P P physical
destination sourss source source destination destination

Like an ARP message, a RARP message is sent from one host to another encapsulated in the
data portion of an Ethernet frame. An Ethernet frame carrying a RARP request has the usual
preamble, Ethernet source and destination addresses, and packet type fields in front of the
frame. The Frame Type contains the value 8035, fo identify the contents of the frame as a
RARP message. The data portion of the frame contains the 28-octet RARP message.

The sender broadcasts a RARP request that specifies itself as both the sender and destination
host (MAC, = MAC,), and supplies its physical (MAC} network address in the destination
physical address field. All hosts on the network receive the request, but only those authorized to
supply the RARP service process the request and send a reply; such hosts are known as RARP
servers. For RARP to succeed, the network must contain at least one RARP server.

Servers answer requests by filling in the destination protocol address field, changing the
message type from request to reply, and sending the reply back directly to the host making the
request. The original host receives replies from "all' RARP servers, even though only the first is
needed.

All communication between the host seeking its IP address and the server supplying it must be
carried out using only the physical network. The protocol allows a host to ask about an arbitrary
destination (MAC,z MAC,) . Thus, the sender supplies its hardware address separate from the
destination hardware address, and the server is carefuf to send the reply to the sender's
hardware address. On an Ethernet, having a field for the sender's hardware address may seem
redundant because the information is also contained in the Ethernet frame header. However,
not all Ethernet hardware provides the operating system with access to the physical frame
header.

RARRP frame = [P datagram
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1. Transpori-Level Protocols

[Fre | [TeineT] [smre) [snwme | [Boote| | NTP |

Application
Layer

Transport
Layer

| Ecp | [eeP | [ BeP | [ospF]

/
liemP |—]| P l—icup] [ ARP][RARP]

| _ S Network Access Layer : i

TCP; Reliable Stream Transport Service (Connection-Oriented)
UDP: Unreliable Transport Service (Connectionless)

Application Layer {DARPA Services)
FTP = File Transfer Protocol

TELNET = Virtual Terminal

SMTP = Simple Mail Transfer Protocol
DNS = Domain Name Server

SNMP = Simple Network Management Protocol
BOOTP = Bootstrap Protocol

NTP = Network Time Protocol

Transport Layer

RIP = Routing Information Protocol

UDP = User Datagram Pretocol

TCP = Transmission Control Protocol

Internet Layer

EGP = Exterior Gateway Protocol

GGP = Gateway to Gateway Protocol

BGP = Border Gateway Protocol

OSPF = Open Shortest Path First

IP = Internet Protocol

IGMP = Internet Group Management Protocol
ICMP = internet Control Message Protocol
ARP = Address Resolution Protocol

RARP = Reverse Address Resclution Protocol
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2. TCP = Transmission Control Protocol

* connection oriented {point-to-point virtual circuit) - “end-to-end”
TCP does connection (two endpoints) establishment before data transfer,
to establish initial sequence numbers for data transfer in each direction.

« unstructured byte-stream / buffered transfer
TCP provides the abstraction of carrying a stream of bytes (octets) in sequence
from source to destination, ignoring message boundaries. To make transfer
efficient data from a stream is coffected to fill a reasonable large datagram or
a large block of data is divided into smaller pieces before transmitting.

* full-dupiex
Both ends of a TCP connection can simultaneously read and write segments.

+ multiplexed
Many applications can share access to a single TCP layer (muiltiple conversations).

* reliable
TCP uses sequence numbers, checksums, timeouts and retransmissions
to ensure that the destination receives transmitted segments.

+ flow-controlied
A TCP source uses feedback flow control from the network/TCP receiver
to adjust its transmission rate to the rate supportable in the network/TCP receiver.

Observations concerning the TCP mechanisms:

1. TCP operates above IP, and IP provides only a best-effort datagram transmission service.

2. TCP is an “end-fo-end” protocol. The TCP segment is not interpreted by intermediate
networks or routers but by the hosts {end stations).

3. TCP is a byfe stream service. There are no record markers automatically inserted by TCP.

4. End-to-end recovery from unreliability by retransmission leads to the need for sequence
numbering, both for reordering and for duplicate detection.

8. Flow controf requires that both ends uniquely agree on which information may now be sent at
any time, and which information has been received and acknowledged.

6. In a concatenation of many packet networks, it is possible for a packetf fo circulate in one or
more networks for an indeterminate amount of time, only to emerge at & moment when it may
cause the maximum confusion for the receiving party.

7. Termination of a full-duplex exchange of information should be graceful in the sense that both
sides should be aware when one side has completed all its transmissions and has received all
that it has been sent.

8. Every process should be able to engage in mulfiple "conversations” with the same or other
processes without confusion.

9. Because different networks have different maximum packet sizes they can cairy, the arrival
of information in a particular segment should not have any semantic significance. Rather, the
sfreamn should be reassembled, and any semantic or syntactic markings should be embedded in
the data stream and interpreted by the application receiving i.
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3.1 TCP Segment Format

0 34 9 10 1516 2324 31
T T T T H T T T 1 T T H T T E i T T T L] L ] T 3 T T T T T T
Source Port Destination Port
N Sequence Number® —»
@
3 Acknowledgement Number”  «—
8 ' Code Bits | ——
o
HLEN | Reserved 11213!4|5[5 Window o
Checksum _ Urgent Pointer” —
5 Optiqhs T T Padding

" Data (optional) < [65535 - TCP header - IP header] octets

 default sizé = [576 - TCP header - [P header] octets .. .

HLEN = TCP Header Length (in 32-bit words) "= octet based
Code Bits: 1=URG 2=ACK 3=PSH 4=RST 5=8YN 6=FIN

The unit of transfer between the TCP software on two hosts is called a segment. Segments are
exchanged to establish connections, to transfer data, to send acknowledgements, to advertise
window sizes, and to close connections.

Fach segment is divided into fwo parts, a header followed by data. The header, known as the
TCP header, carries the expected identification and control information,

Fields Source Port and Destination Port contain the TCP port numbers that identify the
application programs at the ends of the connection.

The Sequence Number field identifies the position of the first ocfef in the data in the segment
in the sender's byte stream (Wrap-around = 2%2 -1 = 4,3 Gbyte).

The Acknowledgement Number field identifies the number of the octef that the source expecis
to receive next (only positive ACK). Note that the sequence number refers to the stream flowing
in the same direction as the segment, while the acknowledgement number refers to the stream
flowing in the opposite direction as the segment. Because TCP uses piggybacking, an
acknowledgement travelling from host A to host B may trave! in the same segment as data
travelling from host A to host B, even though the acknowledgement refers to data sent from B to
A

The HLEN field contains an integer (1 ... 15=24.1) that specifies the length of the segment
header measured in 32-bit words. It is needed because the Opfions field varies in iength,
depending on which options have been included. Thus, the size of the TCP header varies
depending on the options selected (max. length = 15x4 = 60 bytes)

The 6-bit field marked Reserved is reserved for future use.
The 6-bit field Code Bits determines the purpose and contents of the segment.

The Window field advertises how much data (number of bytes < 65 kbytes) the source of the
TCP segment is willing to receive every time it sends a segment by specifying the available
buffer size of the receiver (example of piggybacking). It contains a 16-bit unsigned integer in
network-standard byte order (Big Endian). The maximum window of 2161 = 65535 octets can
be made larger by the window scale option.
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3.1.1 TCP Ports, Sockets {Endpoints) and Connections

well-known server

client FTE socket socket FTP socket (183.75.136.1, 21)

(131.38.7.1, 4123) = connection endpoint id TELNET sockef (193,75.136.1, 23)
s = (host, port) e
e f = (|P address, TCP port)

connection endpoint (= TSAP)
= Transport Service Access Point (1SO)

TCP connection

= client/server comm.
= [socket,, socketg]
= point-to-point

= full duplex {serial}
= octet stream

# broadcast

Netwo I Interface E .

MNetwork Inferface é :

Rk

host,

host,
1313971 | w2 il °"[“ 3071 4128) ( 93 ’ oamre
IPG TCP data port. :__ IPS

TCP segment

TCP provides a reliable, serial communication path, or virfual circuit (connection oriented)
between processes exchanging a full-duplex stream of octets.

Each process is assumed to reside in an internet host that is identified by an Intemet Protocol
address. Each process has a number of logical full-duplex porfs through which it can set up and
use TCP connections. A host is identified by its IP address and a port of a process is identified
by a 16-bit value. Because multiple processes can use the TCP service at the same time, the
port numbers included in the TCP header are the key used for muitiplexing and demultiplexing
the processes in the TCP segments. Ports are not interpreted across the entire Internet, but
only on a single host.

An endpeint of a TCP connection is identified by a port-IP address combination and is called a
socket:

socket = TCP connection endpoint = {host IP address, process port number)

The TCP service provides port identifiers fo processes on request (dynamic, local) or a process
is given welfl-known porf at system initialization (static, universal) in the case of common
processes and services.

To obtain a TCP service, a connection must be explicitly established between a socket on the
client host C and the server host S. Connections are idenfified by the socket identifiers at both
ends:

TCP connectiong s

= client/server communication

= (socket,, sockets)

= ({I{P., TCP porty], [IPs, TCP portg] )

A pair of sockets forms a connection that links the processes by a reliable, serial, two-way data
stream. All TCP connections are full-duplex (traffic in both directions at the same time) and
point-to-point {(each connection has exactly two endpoints). TCP does not support multicasting
or broadcasting.
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TCP identifies a connection by a pair of sockets, therefore:
fwo or more connections may terminate at the same socket.
well-known server

client FTP sockes client FTP socket FTP socket (193.75.136.1, 21)
{131,38,7.1, 4123) (131.39.7.4, 5484) FTP socket (193.75.136.1, 21)

'A.[ép.!l;:ial.ﬁén k
A FTR:

Netwark E :

Network Interface Network int lerface

7k In

..... T

host
193.75.136.1

host
131.38.7.4

host
131.39.7.1

connection
=3 [(131,39,7.4,5464},(193.75.136.1,21)] |
T — —

1P includes the source and destination |P address in the header of the IP datagram. TCP puts a
header at the front of each segment. This includes the source and destination port number. The
four numbers {source and destination sockets) identifying a TCP connection are thus included
in the 1P datagram.

The port numbers are used to keep frack of different clieni/server conversations. Before a client
can use a TCP service, TCP aflocates a unigue port number to the client process conversation.
When the client is sending a TCP segment, this port number becomes the "source" port number
in the TCP header. Of course the TCP at the server end has assigned a port number of its own
for the conversation (see well-known port numbers). The sending TCP entity has to know the
port number used by the other end as well. It finds out when the connection starts. [t puts this in
the "destination” port field. If the server end sends a TCP segment back to the client, the source
and destination port numbers will be reversed.

It is important to realize that a socke! may be involved in more than one connection. In the
shown example, socket (192.5.48.1, 21) is used for iwo connections at the same time. It is the
‘connection’ that TCP uses to distinguish among pairs of communicating processes, not just the
local socket identifiers. Two or more TCP connections may terminate at the same socket,
because conneclions are identified by socket identifiers at ‘both’ ends: (socket., socketg).
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Weli-known TCP Port Numbers and the Application Layer
Decimal Keyword - UNIX keyword Description
T ECHO echo Echo
11 USERS systat Active Users
13 DAYTIME daytime Daytime
20 FTP-DATA fip-data File Transfer Protocol (data)
21 FTP fip File Transfer Protocol
23 TELNET telnet Terminal Connection
25 SMTP smtp- Simple Mall Transfer Protocol
37 TIME time Time- . :
42 NAMESERVER name ' Host Name Serve
43 NICNAME. -  whois Who Is
49 LOGIN . login Login Host Protocol
- 53 DOMAIN nameserver Domain Name Server
789 FINGER . - finger Finger
84 HTTP " http _ Hypertext Transfer Protocol
- 181 SNMP snmp Simple Network Management Protocol
247-255 Reserved
258-1024 UNIX ports (trusted applications)
+ well-known poris:{< 1024) reserved for standard services (static) = <+— server
* not well-known portsTCP ser vice provides port number (dynamic) «—— client

Applications are implemented following the client / server model.

How can a client find a server? Suppose a client wants to send a file to a host whose IP
address is 193.75.136.1. To start the file transfer process, the client needs more than just the |P
address. The client has to connect to the FTP server af the other end. How does the client
learns the server's port? In general, applicafion programs are ‘specialized’ for a specific set of
tasks. Most systems have separate programs to handle file transfers, remote terminal logins,
mail, etc. When the client connects to 193.75.136.1, the client must specify that a conversation
with the FTP server is wanted. This is done by having "well-known ports” for each server. TCP
uses port numbers to keep track of individual conversations.

A client that initiates a connection setup normally is assigned a more or less random port
number (local use), while a server that sits waiting for requests is assigned a specific port
number (global use - many users, specific task}.

For example, if a user wants to send a file, he will start a client process called "ftp” on the local
host. It will open a connection using some random number, say 1234, for the port number on its
end. However it will specify port number 21 for the cther end. This is the official {fixed, widely
published) port number for the FTP server. Note that there are iwo different programs involved.
The user runs the ftp client on the local host. This is a program designed to accept commands
from the local terminal and pass them on to the other end. The program on the remote host is
the FTP server. It is designed to accept commands from the network connection, rather than an
inferactive terminal. There is no need for the client program to use a well-known port number for
itself. Nobody is trying to find it. However the servers have to have well-known numbers, so that
clients can open connections to them and start sending them commands. Once a cfient has
contacted a server, the server knows the client's port (it was contained in the TCP segment
header) and can reply fo it.

An official set of low-numbered ports are given in "Assigned Numbers" as well-known poris. All
systemns on an internet, if they provide the associated well-known services, do so using the well-
known ports.
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3.1.2 TCP Stream, Sequence Numbers

}/octet nr.
3

application message

TCP stream

o rermon = sequence of octets
Lo | CEIR ' « divided in segments
| ehent .
C e : « collected in buffer
port4123 9.
N s message boundaries

are not preserved | 4 l 32 | 1
end-to-end

} sagment

k Interface

host
193.75.136.1

host
131.39.7.1

TCP is a sfream-oriented protocol: a continuous flow of octets is transmitted along a
connaction.

TCP is free to divide the stream of data into segments for transmission without regard of the
size of transfer (message) used by application programs. The chief advantage of allowing TCP
to choose a division is efficiency. It can accumulate enough octets in a buffer to make segments
reasonable long, reducing the high overhead that occurs when segments contain only a few
data octets (IP header + TCP header > 40 bytes).

* A TCP connection is an unstructured byle stream, nof a message sfream. The structure of a
data stream is not considered in the transmission of the TCP stream. Message boundaries are
not preserved end fo end. There is no way for the receiving TCP unit to detect the unit(s} in
which the data were written. If the application on one end writes 10 bytes (octets), followed by a
write of 20 bytes, followed by a write of 50 bytes, the application on the other end of the
connection cannot tell what the size of the individual writes were. The other end may read the
80 bytes in four reads of 20 bytes at a time. One end puls a stream of bytes into TCP and the
same, identical stream of bytes appears at the other end.

» Each segment has a sequence number. This is used so that the receiving end can make sure
that it gets the segments in the right order, and that it hasn't missed any. TCP does number the
octefs, not the segments. So if there are 500 octets of data in each segment, the first segment
might be numbered 0, the second 500, the next 1000, the next 1500, etc. The sequence
number is an implicit way to number the segments and to indicate there length.

» TCP does nof inferpret the contents of the octets, this is up to the applications on each end of
the connection.
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3.1.3 Code Bits

» determine the purpose and contents of the segment
» indicate how to interpret other fields in the header

Position.. Name Function (if bit sef)
400 0 URG Urgemt ’
e Immediate delivery of urgent data (out of order).
R - Urgent Pointer field is valid. -
12 pEM Pugh .
immediate delivery of data {in order),
without waiting for other data (no buffering).

> data label

11 AGK  Acknowlsdge } error/flow
Acknowledgement Number field is valid. control
13 BET Resst
: Reset the connection.
14 YN Synchronize :
Establish a connection (request + reply}. connection
Synchronize the sequence numbers; .- management

15: . Fi Final o
I Release a connectior. -
End of octet stream from sender.

The 6-bit field Code Bits included in the TCP header determines the purpose and contents of
the TCP segment. They tell how to interpret other fields in the TCP header.

+ URG is set to 1 if the Urgent Pointer is in use. The order of data delivery is nof preserved. The
Urgent Pointer is used to indicate a byte offset from the current sequence number at which
urgent data are to be found. This facility is in lieu of interrupt messages. This facility is a bare
bones way of allowing the sender to signal the receiver without getting TCP itself involved in the
reason for the interrupt.

« The ACK bit is set to 1 to indicate that the Acknowledgement Number is valid. If ACK is 0, the
segment does not contain an acknowledgement so the Acknowledgement Number field is
ignored.

* The PSH bit indicates PUSHed dala. The order of data delivery is preserved, The receiver is
hereby kindly requested to deliver the data to the application upon arrival and not buffer it until a
full buffer has been received {(which it might otherwise do for efficiency reasons).

» The RST bit is used to reset a conneciion that has become confused due to a host crash or
some other reason. i is also used to reject an invalid segment or refuse an attempt to open a
connhection. In general, if a segment with the RST bit on is received, the receiver should break
and reset the transport connection.

+ The SYN bit is used to establish a connection. The connection requesf has SYN = 1 and ACK
= 0 to indicate that the piggyback acknowledgement field is not in use. The connection reply
does bear an acknowledgement, so it has SYN = 1 and ACK = 1. In essence the SYN bit is
used to denote connection request and connection accepted, with the ACK bit used fo
distinguish between those two possibilities.

* The FIN bit is used to release a connection. it specifies that the sender has no more data fo
transmit. However, after closing a connection, a process may continue to receive data
indefinitely. Both SYN and FIN segments have sequence numbers and are thus guaranteed to
be processed in the correct order.
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3.1.4 Forcing Data Delivery: Push

PUSH data label
service service r—
SEND (jme<CR>, push) request response DELIVER (jme<CR>)
primitive primitive

port 4755 i Iport 23

in order deliver
- immediately
not fay [oa] e [m] j | PsH bufler lcn e |m| | | PsH

send
immediately

Tx: + An application program can use the push operation to force TCP to deliver
the octets currently in the stream immediately, without waiting for the buffer to fill.
Rx: -TCP sets the PSH bit in the segment code field, so that the data will be delivered
to the application program on the receiving end.

TCP implements a byfe-stream service to increase fransport efficiency:

* TCP is free to divide the stream of data into segments for transmission without regard to the
size of the messages application programs use. The chief advantage of allowing TCP to choose
a division is efficiency (prevent fragmeniation or a high retransmission rate due to long
packets).

+ It can accumutate enough octets in a buffer to make segments reasonably fong, reducing the
high overhead that occurs when segments contain only a few data octets.

This stream service can be broken by the application by infroducing a data label: PUSH or
URGENT.

Although buffering improves network throughput, it can interfere with some applications. On an
interactive terminal to a remote machine, the user expects instant response o each keystroke.
If the sending TCP buffers the data, response may be delayed, perhaps for hundreds of
keystrokes. Similarly, because the receiving TCP may buffer data before making it available to
the application program on its end, forcing the sender to transmit data may not be sufficient to
guarantee delivery.

To accommodate interactive users, TCP provides a push operation that an application program
can use to force delivery of octets currently in the stream without waiting for the buffer o fill.
The push operation does more than force TCP to send all segments in the Tx buffer. It also
requests TCP to set the PSH bit in the segment code field {label}, so the data will be delivered
to the application program on the receiving end. The application from an interactive terminal
uses the push function after each keystroke. Similarly, application programs can force output to
be sent and displayed on the terminal promptly by calling the push function after writing a
character or line.

#packets #bytes
Interactive data flow (telnet):  50% 10% — small packets {even bytes)
Bulk data flow (ftp, e-mail): 50% 90% —» large packets (> 512 bytes)
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3.1.5 Out Of Band Signalling: Urgent

URGENT data abel S, | Applat
failure | TELNET.
server
' service service
SEND{<ctrl>C, urgent) request response DELIVER (ab=cti>C, urgent)
port 4755 l primitive primitive TPO 23

l not in order deliver
immediately

burer TGl b]a UP [ URG
not fulf i

notfuy] C ] b] 2 |UP URG

imnf:c;':te!y [C <c1;a>l bi El| UP[ UR‘G ||

An application program can use the urgent operation o inferrupt / abort the application
program at the other end by out of band data, which must be send without waiting for
the consumption of octets already in the stream.

TCP sets the URG bit in the code field, sends all available data for the connection.
The Urgent Pointer gives an offset position of the "last’ octet of urgent data.

Although TCP is a stream-oriented protocol, it is sometimes important for the program at one
end of a connection o send data cuf of band, without waiting for the program at the other end of
the connection to consume octets already in the stream.

For example, when TCP is used for a remote login session, the user may decide to send a
keyboard sequence that inferrupis or aborts the program at the other end. Such signals are
most often needed when a program on the remote machine fails to operate correctly. The
signals must be sent without waiting for the program to read octets already in the TCP stream
{or one would not be able to abort programs that stop reading input).

Urgent accommodates interrupt transmission for the application, but preserves the TCP
connection.

To accommodate out of band signalling, TCP allows the sender to specify data as urgent,
meaning that the receiving program should be notified of its arrival as quickly as possible,
regardiess of its position in the stream (the order of delivery is not preserved).

The Urgent Pointer is a 16-bit value representing an offset from the seguence number of the
segment carrying the Urgent Pointer. The sum of the sequence number and the Urgent Pointer
is the sequence number of the last octet of urgent data.
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3.1.6 Checksum Computation
9] 3 4 g 10 1516 2324 31

d T T L L R L LI | T T

. IP Source Address: "
38 . IP Destination Address
2& T e L [ b
)| Protocol=6 | . TCPLe
. Source Port - _ Destination Port

Sedu_ence Number  —»

@ .

}E Acknowledge Number «—

o HLEN | Reserved | Code Bits o Window:

E — =
Checksum ' Urgent Pointer —»

_ Optons

Padding

{7~ . Data(optional) addin

L K Checksum = 1c(1csum{pseudoheader + header + padded data))

* The Checksum field in the TCP header contains a 18-bit integer checksum (end-to-end) used
to verify the integrity of the data as well as the TCF header. To compute the checksum, TCP
prepends a pseudo header to the segment, appends an octet containing zere (at the data) if
necessary to pad the segment to a multiple of 16 bits, and computes the 18- bit checksum over
the entire resuit (data included). TCP assumes the checksum field itself is zero for purposes of
the checksum computation. As with other checksums, TCP uses 16-bit arithmetic and takes the
one's complement of the one's complerment sum. At the receiving site, TCP software performs
the same computation to verify that the segment arrfved intact.

+ The sending TCP assigns field Profocol the value that the underlying delivery system will use
in its protocol type field. For IP datagrams carrying TCP, the value is 6.

* The TCP Length field specifies the total length of the TCP segment including the TCP header.
At the receiving end, information used in the pseudo header is extracted from the IP datagram
that carried the segment and included in the checksum to verify that the segment arrived at the
correct destination intact.

The pseude header and the padding ociet are not transmitted with the TCP segment, nor are
they included (counted) in the TCP Length.

* The purpose of using a pseudo header is exactly the same as in UDP. i allows the receiver to
verify that the segment has reached its correct destination, which includes both a host IP
address as well as a profocol port number (the socketf). Both the source and destination |P
addresses are important to TCP because it must use them to identify a connection to which the
segment belongs. Therefore, whenever a datagram arrives carrying a TCP segment, /P must
pass to TCP the source and destination IP addresses from the datagram as well as the
segment itself.

This calculation is a viofation of the layering concept, because the TCP and IP layers are not
independent of each other. Therefore the TCP/IP protocol is called a sfructured (hierarchical}
protocol, not a layered protocol (like OSH). It is included because TCP uses the socket to identify
an application program.
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3.1.7 Options

Window Scale

000011/00000011 0sn<14 |  window.20

Receiver Maximum Segment Size (MSS}

0000001000000100|Maximum Segment Size (foctets) | ~—

« Determined by: receiver buffer space, MTU of the physical networks, default 538

TCP Echo Request

4 octets information to be echoed —

TCP Echo Reply

4 oclets echoed information -~

0000011100000110

* Round Trip Time (RTT) measurements independent of retransmissions
» Timestamps as Protection Against Wrapped Sequence Numbers (PAWS)

Window Scale

n is the number of bits by which the receiver right-shifts the true receiver window size, to scale it
into a 16-bit value to be sent in the TCP header. The maximum value of n is 14 (prevent
confusion between sequence numbers), yielding a maximum window of 215+14= 2% » 108 = 1
Gbyte.

Receiver Maximum Segment Size (MSS)

If this option is set in the initial segment {SYN = 1) of a TCP connection, it gives the maximum
segment size (MSS) in octels (not including the TCP header), that the sender of the option is
willing to receive on the associated TCP connection. If this option is not used, any segment size
may be sent to the receiver. The maximum value of the MSS coincides with the minimum
possible size of the window allowed for flow control purposes (max MSS < Rx window =
available Rx buffer space).

The MSS can be used to adapt TCP connections to network parameters present at connection
set up time. if the two TCP endpoints lie on the same physical network, TCP uses a MSS
resulting in IP datagrams matching the nefwork MTU. if the endpoints do nof lie on the same
physical network, MSS of 536 is used (the default size of an IP datagram, 576, minus the
standard size of IP and TCP headers}. in a general internet environment, choosing a good MSS
can be difficult. For a small MSS the overhead of the TCP/IP headers becomes large. Large
segments must be fragmented and have a higher error probability. The optimum segment size,
S, occurs when the |P datagrams carrying the segments are as large as possible without
requiring fragmentation anywhere along the path from source to destination. In practice, finding
S is difficult. MSS is used in the congestion window algorithm.

TCP Echo Request/Reply

To use this option, TCP must send a TCP request option in its connection-initiating SYN
segment and receive one in the SYN segment of the other TCP entity.

When used for RTT measurements or PAWS, the four bytes define the time at which the
segment was transmitted (fimestamp).

DATACOMMUNICATIE - Transport Protocols 13



ir. J. Meel - DE NAYER instituut 19/05/2008

3.2 TCP Data Transfer

service 3.2.%1 Acknowledgement (EDC) service
primitives primitives
Application, :7. TCP, : TCF segments g TCF‘R ;: Applicationy,
SEND seq=13
{data, L=1000) ) dara(mGOb) .
i DELIVER
(data, L=1000)
SEND

0, data(10000)__1 (data, L=2000)

=4
seq 1013, Wwin=2000

* ACK ack™
SEND seq=1040, deta(10008) L
(data, L=800} ' Seq=1013 :
- » data .
BELIVER ACK ack= (800[)) DELIVER

(data, L=2000)

2040. an.:1000

L=800)

l time

+ acknowledgment specifies the sequence number of the nex! octet the receiver expects
- full-duplex: piggyback (*} acknowledge (data fogether with ack for opposite direction)
» buffered transfer for efficient transmission {ACK accumulation)

Acknowledgements always specify the sequence number of the next octet, that the receiver
expects to receive.

Acknowledge FPolicy

* The TCP acknowledgement scheme is typically cumulative, 1t reports how much of the stream

has accumulated. When data is accepted, the need for acknowledgment is recorded. TCP waits
untif a data segment in the reverse direction on which to piggyback the acknowledgment.

* To avoid a long delay, a window timer is set. if the timer expires before an acknowledgment is
sent, TCP sends an empty segment containing the appropriate acknowledgment number.

* There are only positive acknowledges. When an error is detected, no negative acknowledge is
send. A refransmission timeout (RT) is build in at the transmitter side to retransmit, starting from
the wrong segment.

Cumulative acknowledgements have both advantages and disadvantages:

+ acknowledgements are easy to generate
+ unambiguous, produce a minimum overhead
+ lost acknowledgements do not necessarily force retransmission

- the sender does not receive information about all successful transmissions, but only about a
single position in the stream that has been received.

To understand why lack of information about all successful fransmissions makes the protocol
less efficient, think of a window that spans 5000 octets starting at position 101 in the stream,
and suppose the sender has transmitted all data in the window by sending five segments.
Suppose further that the first segment is lost, but all others arrive intact. The receiver continues
to send acknowledgements, but they all specify octet 101, the next highest contiguous octet it
expects to receive. There is no way for the receiver to tell the sender that most of the data for
the current window has arrived. (Selective Acknowledge is an advisory option),

DATACOMMUNICATIE - Transport Protocols 14



ir. J. Meel - DE NAYER instituut 19/05/2008

3.2.2 Sliding Window (Flow Control)

USABLE WINDOW
sent sent may {will) cannot
acknowledged not acknowledged be sent be sent
Tx-stream [,[ [ [ | | | | HEERRE
octet 3 sliding window § ACK sent received awin
pointers received segment {= variable credit}
> i update (starf from ACK)

Advaertised Window (awin) used by Tx

* Octet level mechanism

+ Efficient transmission

Send multiple segments before an acknowledgment arrives (Rx +ACK compression).
The total throughput increases (it keeps the network saturated with segments).

* Flow Control

The receiver can restrict transmission. Decoupled from acknowledgment!

« Two windows per direction

Tx: The window slides along the transmitted stream (octet level),

Rx: Maintains a similar window to piece the stream together again.

TCP views the data stream as a seguence of octefs or bytes that it divides into segments for
transmission. Each segment travels across an internet in a single IP datagram.

TCP uses a specialized sliding window mechanism to solve two important problems: efficient
transmission and flow control.

* The TCP window mechanism makes it possible to send multiple segments before an
acknowledgement arrives. Doing so increases tofal throughput because it keeps the network
busy (TCP is not a stop&wait protocol). The receiver is not required to immediately
acknowledge incoming segments, but may wait and issue a cumulative acknowledgment for a
number of segments (ACK compression}.

» The TCP form of a sliding window protocol also solves the end-to-end flow control problem, by
allowing the receiver to restrict transmission untit it has sufficient buffer space to accommodate
more data.

The TCP sfiding window mechanism operates at the octet level, not at the segment or packet
level. Octets of the data stream are numbered sequentially, and a sender keeps three pointers
associated with every connection. The pointers define a sliding window. The first pointer marks
the left of the sliding window, separating octets that have been sent and acknowledged from
octets to be sent and/or acknowledged. A second pointer marks the right of the sliding window
and defines the highest octet in the sequence that can be sent before mere acknowledgements
are received. The fthird pointer marks the boundary inside the window that separates those
octets that have already been sent from those octets that have not been sent. The protocol
software sends all octets in the window limited by the congestion mechanism. The boundary
inside the window moves from lefi to right.

The usable window are the octets that are allowed to be sent.

* Tx advances the traifing edge of its usable window each time it transmits a segment.

* Tx advances the leading edge of its usable window only when it is granted credits by window
advertisement of the receiver. In this credit scheme acknowledgement is decoupled from flow
conirol. A segment may be acknowledged without granting new credit.
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3.2.2 Variable Window Size and Flow Control

Application, TCFP segments Appg
SEND L e
{data, L=2000) ﬂ;_ 589725, dafa(2ooob)
| | oK acke2025, awin=2000
SEND o
(data, L=3000) _'—’:, — Seq=2025, data(zooOb) :
' “sender | et T
seraer. | _ iy
blocked || | CK ack=A0Z.2 |2k | 2k |
oLl - |
Eraala 22974025, dataqrp) | |t || PELVER
mfonlgﬁ“; . 5 awin=2000 T o | 1=2000)
PIOY9 |1 | ACK ack=A022: I
O a Seg=4(25, dataﬁoo()b) ::: |
B Lol

Receiver Window Advertisementhow ma ny additional 'octets’ of data (awin < 2'6.27
the receiver is prepared to accept, specifying the receiver's current buffer size.

TCP allows the window size {octet based) to vary over time. Window management in TCP is not
directly tied to acknowledgments (as it is in HDLC, frame based, fixed window size). Each
acknowledgement, which specifies how many octets have been received, contains a window
advertisement that specifies how many additional octets of data the receiver is prepared to
accept, indicating the receiver's current buffer size.

= In response to an increased window advertisement, the sender increases the size of its siiding
window and proceeds to send octets that have not been acknowledged.

*In response to a decreased window adverfisement, the sender decreases the size of its
window and stops sending octets beyond the boundary. TCP should not contradict previous
advertisements by shrinking the window past previously acceptable positions in the octet
stream. Instead, smaller advertisements accompany acknowledgements, so the window size
changes at the time it slides forward.

The advantage of using a variable size window is that it provides end-fo-end flow control. If the
receiver's buffer begins to become full, it cannot tolerate more packets, so it sends a smaller
window advertisement. In the extreme case, the receiver advertises a window size of zero fo
stop alf transmissions, with two exceptions:

+ First, urgent data may be sent to allow the user io kill the process running on the remote host.
* Second, the sender may send a 1-byte segment pericdically (not shown on the figure) to
trigger the receiver to announce the next byte expected and the window size. This mechanism
is called window probing. Eventually, one of these 1-byte window probes triggers a response
that reports a nonzero advertised window. This advertises that buffer space becomes available
and triggers the flow of data again. The TGP standard explicitly provides this option to prevent
deadlock if a window announcement ever gets lost. The window probing mechanism makes the
receiver side as simple as possible: it simply responds to segments from the sender, and it
never initiates any aclivity on its own. It is an example of the protocol design rule: smart
sender/dumb receiver.

DATACOMMUNICATIE - Transport Protocols 16



ir. J. Meel - DE NAYER instituut 19/05/2008

3.2.3 High Speed Networks: PAWS & Window Scaling
SN ime T
SN wrap-around time T,, limited sequence numbers (SN < 2%)
D324 |-y R GLEEE SR EEEEE TP RrEy
b SN unigue if: T, > MSL =120 sec
i Gbps ! i
N valid if: R, < 286 Mbps
5 H 100 Mbps
: E ) Protaction Against Wrapped Sequence Numbers:
ik
< 10Mbps i Timestamp in Echo option |
0 form—— ' — — {~ higher order bits of extended SN) !
34s MSL 340 s A
Bitrate Byterate Wrap Time
Ry Ry/8 Tw = 2%2.8 bit/ R, bps
100 kbps 12.5 kbyte/s 340000, sec (~ 3.9 days)
1 Mbps 125, kbyte/s 34000, sec {~ 8.5 hn)
10 Mbps 1.25 Mbyte/s 3400, sec (~1 hn}
106 Mbps 12.5 Mbyte/s 340, sec
1 Ghps 125, Mbytels 34, seq
10 Gbps 1.25 Gbyte/s 3.4 sec
limited window size
Efficient transmission if: delay for ACK < fime fo transmit awin,,,. 2'5+*4 = 1 Gbyte (8 sec @ 1 Gbps)

Networks with High-Speed and long ACK-delay (high delay x bandwidih pipe)
The bitrate of the available networks is increasing into Gigabits.

* TCP, has a limited window size {max. 65.535 octets), and does not effectively utilize the
potential transmitting capacity of a high-speed network if the delay for ack exceeds the fime if
takes fto transmit a full, maximum-sized window. The window scale option increases the size
{max. 65.535x214 = 2%~ 10° octets = 8.10° bits). A 1 Gbps network needs 8 sec to transmit this
window.

+ TCP also has limited sequence numbers. High-speed networks may consume the sequence
number space fo fast. Confusion between segments is possible, violating the primary function of
TCP, which is to deliver data in sequence and with 100% integrity. Duplicate use of sequence
numbers may occur either because:

— they are reused during the same connection before all previously sent packets using
that sequence number have been delivered,

— a previous instance of the connection has left packets in the network and a new
instance is started before the old packets have disappeared (see problem of initial
sequence numbers at connection establishment).

The TCP specification includes a Maximum Segment Lifetime (MSL) of 120 sec, which limits
the persistence in the network of any segment and thus of its associated sequence numbers.
The TCP sequence number calculation (32-bit) will be unambiguous, only if it takes longer than
an MSL for the current sequence number to wrap around: 2°2.8 bits / 120 seconds = 286 Mbps.

The TCP Timestamps Option (REC 1323} can be used to support the Protection Against
Wrapped Segquence Numbers (PAWS) mechanism. Since the timestamp values are
monotonically increasing (in modular arithmetic), the receiver can reject any segment that
arrives with an out-of-order timestamp. This might occasionally result in the loss of a good
packet (that followed a long-delay path), but i will prevent any state duplicates from creeping in.
In effect, the timestamp values act as the high-order bits of an extended sequence number (but
not used for ordering or ack).
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3.2.3 Timeout and Retransmission

TCP Retransmit | o500 TCP segments L
Timer Tcpl - Applicationg
start, =y e J0TS, data(toop) | |
b 2]
RIT, |
SEREEM in=2000¢ |
S ACK ack=1°13' awin 4
stop. il 5
start - el 5801013, data(1ooop)y | |
RT.” -.'7:.'
. ? retransmit : MQ}E_._
timeout o
expire reuransmlt 58921013 g, fa(woob)
R N

Every time TCP sends a segment, TCP staris the refransmit timer and waits for ACK.
If the RT timer expires TCP retransmits it in Bafch or First-Onfy mode.
Cause: wrong/lost ACK or data (there is nho negative ACKY).

Retransmit Policy

The TCP transmitter maintains a queue of segments that have been sent but not yet
acknowledged. If a retransmit timer (RT) expires before the ACK of a segment, retransmission
of the segment is done. A TCP implementation can select between two retransmit strategies:

* Batch: One retransmit timer for the entire queue. If the timer expires, retransmit ‘alf’ segments
in the gueue and reset the timer.

+ First-onfy: One retransmit timer for the entire queue. If the timer expires, retransmit the
segment at the front’ of the queue and reset the timer.

Example

Think of a window that spans 5000 octets starfing at position 101 in the stream, and suppose
the sender has transmitted all data in the window by sending five segments. Suppose further
that the first segment is lost, but all others arrive intact. The receiver continues to send
acknowledgements, but they all specify octet 101, the next highest contiguous octet it expects
to receive.

When a timeout occurs {mostly a netwark problem: congested router) at the sender's side, the
sender must choose between two potentially inefficient schemes.

* Bafch: It may choose {o retransmit all five segments instead of the one missing segment. Of
course, when the retransmitted segment arrives, the receiver will have correctly received all
data from the window, and will acknowledge that it expects octet 5101 next. However, that
acknowledgement may not reach the sender quickly enough to prevent the unnecessary
refransmission of other segments from the window.

+ First-only: If the sender retransmits only the first unacknowledged segment, it must wait for the
acknowledgement before it can decide what and how much to send. Thus, it reverts to a simple
positive acknowledgement protocol and may lose the advantages of having a large window.

—» by changing the size of the receiver window, the size of transmitted data can be changed:
congestion window
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Timeout and Round Trip Time (RTT)

HDLC TCP-Internet

Prob RT Proby ¢ RTZ

RTT RTT

Round Trip Time (RTT}
TCP experiences large variations in Round Trip Time.
Mean and variance of RTT can change rapidly due to congestion.

Retransmit Timeout
RT, : too short, unnecessary retransmissions foad the Internet
RT, : too long, long retransmission delay when a segment is lost, reduces throughput

= adaptive refransmit timeout algorithm

It is much more difficult in the internet transport layer to select a good refransmit timeout RT,
than in a data link protocol.

* In the HDLC case, the expectfed delay is highly predictable {(i.e., has a low variance), so the
timer (RT) can be set to go off just slightly after the acknowledgement is expected, as shown in
the figure. Since acknowledgements are rarely delayed in the data link layer, the absence of an
acknowledgement at the expected time generally means the frame or the acknowledgement
has been lost.

* TGP is faced with a radically different environment. The probability density function for the
time it takes for a TCP acknowledgement to come back has a farge variance. Determining the
Round-Trip Time (RTT) to the destination is tricky. Even when it is known, deciding on the
timeout interval is also difficult. if the timeout is set too short, say RT,, unnecessary
retransmissions will occur, clogging the internet with useless packets. If it is set too long (RT,),
performance will suffer due to the long retransmission delay whenever a packet is lost.
Furthermore, the mean and variance of the acknowledgement arrival distribution can change
rapidly within a few seconds as congestion builds up or is resolved.

The solution is to use a highly dynamic algorithm that constantly adjusts the refransmit timeout
(RT) interval, based on continuous measurements of network performance.
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Adaptive Retransmit Timeout (RT) Algorithm

Jacobson
Estimated RTT: RTTe(l) = RTT(1) + (-0 RTTy() | prmeccure
Mean Deviation: D(i) = c.D(1) + (1-0). RTTe = RTTy| |
. |Prob RTTe 4D RT
Retransmit Timeout: RT=RTT . +4.D §

RTT
smoothing factor o —1 (7/8 typical) makes the weighted average RTT,
immune to changes that last a short time (e.g. 1 segment with long delay)

Karn

Do not update RTT on refransmitted segments (prevent wrong estimate).

Noyv use transmi‘t ﬁmer back off: RT(i) = 2.RT(i-1)
untit no retransmission. oo

» The algorithm generally used by TCP fo adjusts the retransmit timeout interval, is due to
Jacobson {1988) and works as follows. For each connection, TCP maintains a variable, RTTg,
that is the best current estimate of the round-trip time to the destination in question. When a
segment is sent, a timer is siarted, both to see how long the acknowledgement takes and to
trigger a retransmission if it takes toc long. If the acknowledgement gets back before the timer
expires, TCP measures how long the acknowledgement took, say, RTTy,. it then updates RTT;
according to the formula: RTTe() = «.RTTel-1) + (1 - 0).RTTyy

where o is a smoothing factor that determines how much weight is given to the old value.
Typically ¢ = 7/8. The older the measurement, the less weight it is given (when the expression
is expanded). This is called exponential average.

Jacobson suggested using the mean deviation as a cheap estimator of the standard deviation,
This algorithm requires keeping track of another smoothed variable, D, the deviation. Whenever
an acknowledgement comes in, the difference between the expected and observed values,
[RTTg — RTTy| is computed. A smoothed value of this is maintained in D by: D =
o.D(i-1) + (1-a).JRTTe — RTTyy|

where oo may or may not be the same value used to smooth RTTe. While D is not exactly the
same as the standard deviation, it is good enough and Jacobson showed how it could be
computed using only integer adds, subtracts, and shifts, a big plus. Most TCP implementations
use this algorithm.

« One problem that occurs with the dynamic estimation of RTT; is what to do when a segment
times out and is sent again. When the acknowledgement comes in, it is unclear whether the
acknowledgement refers to the first fransmission or a later one. Guessing wrong can seriously
contaminate the estimate of RTT. Karn, an amateur radio enthusiast interested in transmitting
TCPAP packets by ham radio, gives a simple algerithm: do not update RTT on any segmentis
that have been retransmitted. Instead, the retransmit timeout is 'doubled’ on each failure
(timeout) until the segments get through the first time (or a set max. is reached). This is binary
exponential backoff (see CSMA/CD in Ethernet). Most TCP implementations use if.
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effective window = min{advertised window, congestion window)

When the load offered fo a network is more than it can handle, congestion builds up. Although
the network layer also tries to manage congestion, most of the work is done by TCP because
the real solution fo congestion is fo slow down the data rate. The idea is not to inject a new
packet into the network until an old one leaves (i.e. is delivered). TCP attempts to achieve this
goal by dynamically manipuiating the window size {(the number of bytes the sender may
transmit).

The first step in managing congestion is detecfing it. A timeout by a lost packet could be caused
by (1) noise on a transmission line or {2) packet discard at a congested router. Nowadays,
packet loss due to transmission errors is relatively rare because most long-haul trunks are fiber
(although wireless networks are a different story). Consequently, most transmissicn timeouts on
the internet are due to congestion. TCP assumes that fimeouts are caused by congestion and
monitors timeouts.

When a connection is established, a suitable window size has to be chosen:

* Receiver window: The receiver specifies a window based on its buffer size. If the sender sticks
to this window size, a buffer overflow at the receiver is prevented. The first figure shows a thick
pipe leading to a small-capacity receiver. As long as the sender does not send more water than
the bucket can contain, no water will be lost.

« Congestion window: In the second figure the limiting factor is not the bucket capacity, but the
internal carrying capacity of the network. if too much water comes in too fast, it will back up and
some will be lost (in this case by overflowing the funnel).

The internet solution is to realize that two potential problems exist - network capacity and
receiver capacity -and to deal with each of them separately. To do so, each sender maintains
two windows: the receiver window granted by the receiver and a second window, the
congestion window, Each reflects the number of bytes the sender may transmit. The number of
bytes that may be sent is the minimum of the two windows. Thus the effective window is the
minimum of what the sender thinks is all right and what the receiver thinks is all right.
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Slow-Start congestion window:
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In normal operation TCP may send several segments at once to transmit a large usable
window. Congestion detection: Once packet loss and refransmission occurs, TCP must react.
Since packet loss is often caused by congestion, it is a good indication that the network is
overloaded. Reaction: The sender should reduce ifs foad to the network.

Slow-Start algorithm {Jacobson and Karel, 1988)

A TCP sender initiates a slow-start phase at the beginning of a connection, and whenever
packet loss implies that the network may be congested. A TCP sender is limited to send no
more data than is allowed by the congestion window (and is also still limited by the usable
receiver window). The size of the congestion window is an estimate of how much data can be
sent without congesting the network.

At the beginning of a slow-start phase, the congestion window ‘cwin’ is set equal to the
maximum segment size (MSS). Thus, only one packet can be sent. Then, each time an ACK is
received, the congestion window is increased by the M3S value. This can cause an exponential
growth in the size of the congestion window, and thus in the number of packets sent. Each
packet sent results in the return of an ACK. So, if the congestion window was NxMSS, then one
RTT later N ACKs will be received, causing the MSS fo be added to the congestion window N
times. The new congestion window will be 2NxMSS, and so after each RTT the window size will
double.

This exponential growth phase is stopped (to prevent overload of the network again) at the
slow-start threshold ‘ssth'.

Connection Avoidance

To aveid increasing the congestion window o quickly and causing additional congestion, the
congestion avoidance phase is entered when the congestion window increases above the slow-
start threshold ‘ssth’. The congestion window increases by 1 MSS only if all segmenis in the
window have been acknowledged.
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Slow-Start congestion window:
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The congestion window ‘cwin’ is the congestion control's counterpart to flow control's advertised
window. TCP can have no more than the minimum of ‘cwin’ and the advertised window ‘awin’
number of bytes of unacknowledged data.

The ‘awin' is send by the receiving side of the connection, but there is no one to send a suitable
‘cwin’, The transmitter sets the ‘cwin’ based on the level of congestion it perceives to exist in the
network. This involves decreasing 'cwin’ when the level of congestion goes up and increasing
‘ewin’ when the level of congestion goes down. This mechanism is called: additive increase /
multiplicative decrease.

A congestion control strategy is able to increase the congestion window, to take advantage of
newly available capacity in the network. This is done by the sfow-sfarf and the congestion
avoidance procedures.

The key question is: how does the source defermine that the network is congested and that it
should decrease the congestion window?

Congestion is a condition of severe delay, caused by an overload of datagrams at one or more
switching points (routers). When congestion occurs, delays increase and the router begins to
enqueue datagrams until it can route them. Each router has finite storage capacity and
datagrams compete for that storage (in a datagram based internet, there is no preallocation of
resources fo individual TCP connections). In the worst case, the router reaches capacity and
starts to drop datagrams.

Endpoinis do not usually know the details of where congestion has occurred or why. To them,
congestion simply means increased delay. Unfortunately, most transport protocols use timeout
and refransmission so they respond fo increased delay by refransmitting datagrams.
Retransmissions aggravate congestion instead of alleviating it. The increased traffic will
produce increased delay, leading fo increased traffic, and so on, until the network becomes
useless. This condition is congestion collapse.

The main reason packets are not delivered, and a RT fimeouf results, is that a packet was
dropped due to congestion.
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Receipt of an ACK: increase the congestion window cwin (if cwin < awin)
if {ewin < ssth) then cwin = MIN(cwin + MSS, awin); slow-start phase
else cwin = MIN{cwin + MSS%cwin, awin);§ congestion avoidance

Retransmit Timeout or receipt of ICMP scurce guench: update ssth and decrease cwin

ssth = MAX (cwin/2, 2.MSS); update slow-start threshold ssth
cwin = MSS; enter new slow-start phase

Routers watch queue lengths and use techniques like /CMP source quench to inform hosts that
congestion has occurred. TCP can help avoid congestion by reducing fransmission rates
automatically whenever this ICMP message is received or large delays {congestion) occur.

Decrease Congestion Window

When a RT timeout occurs or an {CMP Source Quench packet comes in, the slow-start
threshold ‘ssth’ is set to half of the ‘actual’ congestion window ‘cwin’, and the congestion
window is reset to one maximum segment size (MSS). This strong reduction is needed because
it is easy to drive a network into saturation, but hard for the network to recover. The ‘ssth’
remembers the actual congestion window being used by the slow-start increase procedure.

Increase Congestion Window

Stow-start is then used to defermine the network capacity, except that exponential grow stops
when the slow-start threshold ‘ssth’ is hit. If the congestion window would be left there, each
time a timeout is detected the window is cut in half. Soon the window size would be stuck at one
packet, TCP would become a stop-and-wait protocol. Why the name ‘slow'? This start-up is
slower than the case where the source sends as many packets as the advertised window
allows. (Routers may not be able to consume this burst of packets.)

Congestion avoidance is used when crossing the threshold ‘ssth’. Successful transmissions
grow the congestion window linearly (by one maximum segment for each burst) instead of one
per segment. In stead of waiting for an entire 'cwin' of ACKs to add one MSS, TCP adds a little
for each ACK that arrives. In effect, this algorithm is guessing that it is probably acceptable to
cut the congestion window in half, and then it gradually works its way up from there.
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3.3 TCP Connection Management

3.3.1 TCP Connection Establishment
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three-way handshake procedure

* client: ACTIVE_OPEN({destination socket} —» TCP;: SYN{ISN; = Initial Sequence Number Client)
* TCPg: SYN({ISNg = Initial Sequence Number Server) and ACK{ISN.)

» TCP: ACK(ISN)

TCP is a connection-oriented protocol.
Service primitives used in client-server environment.

PASSIVE_OPEN: The server indicates its readiness to accept a connection request. The term
‘passive’ is used to indicate that it is ready to receive a connection request, rather than aclively
initiate the setting up of a connection.

ACTIVE_OPEN: In a client-server interaction the clienf always initiates the setting up of a
connection with this request, specifying the socket of the destination and the maximum segment
size MSS,. for the client receiver.

TCP uses a three-way handshake to establish a connection.

= The first segment of a handshake can be identified because it has only the SYN bit set in the
code field (ACK = 0).

* The second message has both the SYN bit and ACK bit set, indicating that it acknowledges
the first SYN segment as well as continuing the handshake.

* The final handshake message is only an acknowledgement and is merely used to inform the
destination that both sides agree that a connection has been established.

Note that a SYN segment consumes 1 byte of sequence space (x+1, y+1) so it can be
acknowledged unambiguously.

The three-way handshake is both necessary and sufficient for correct synchronization between
the two ends of the connection, TCP builds on an unreliable packet delivery service, so
messages ¢an be lost, delayed, duplicated, or delivered out of order. Thus, the protocol must
use a timeocut mechanism and refransmit jost requests. Trouble arises if retransmitted and
original requests arrive while the connection is being established, or if retransmitted requests
are delayed until after a connection has been established, used, and {erminated. A three-way
handshake (plus the rule that TCP ignores additional requests for connection after a connection
has been established) solves these problems.
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TCP Connection Call Collision
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» 2 hosts: simultaneous attempt to establish a connection between the same 2 sockets
» setup of 2 connections with the same identifiers (socket,, socket,, X, y)
+ establish only one connection

Simultaneous Open - Not client-server model

It is possible, although improbable, for two applications (not based on the client-server model)
to both perform an ‘acfive open’ fo each other at the same time (same hosts, same port
numbers). Each end must transmit a SYN, and the SYNs must pass each other in the network.
It also requires each end to have a locai port number that is well known to the other end.

Also in this situation the three-way handshake works.

» Both TCP entities send & SYN segment at the same time. Both hosts simultaneously atiempt
to establish a connection between the same two sockets.

* When each end receives the SYN, it "resends the SYN" and acknowledges the received SYN.
Each side returns an ACK segment acknowledging the appropriate sequence number.

* When each end receives the SYN plus the ACK, both sides of the connection are set up. Each
end can start to send data independently. The result of these events is that just one connection
is established, not two because connections are identified by their endpoints (sockets). If the
first setup results in a connection identified by (¢,y) and the second one does too, only one table
entry is made, namely for (¢,y).

Thus, a connection can be established from either end or from both ends simultanecusly. Once
the connection has been established, data can flow in both directions equally well (full-duplex).
There is no master or slave.

Remark: A simultaneous open requires the exchange of four segments, one more than the
normal three-way handshake. Both ends act as client and server.
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Initial Sequence Numbers - Duplicate segments
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Delayed duplicates give interaction between new and old connectionsé

System crash: knowledge of previous connections is gone.

IP Time-To-Live mechanism:
no segment lives longer than
the TCP Maximum Segment Lifefime (MSL=120 s).

= quiet-time of 2 x MSL after system recovery |

After this time, old transmitted segments and there
acknowledgments from previous connections are dead.

Establishing a connection sounds easy, but it is actually surprisingly tricky. At first glance, it
would seem sufficient for one fransport entity to just send a SYN segment to the destination and
wait for an ACK reply. The problem occurs when the network can lose, store, and duplicate
packets.

» Delayed duplicates give interaction between hew and old connections

Imagine a subnet that is so congested that acknowledgements hardly ever get back in time, and
each packet times out and is refransmitied two or three times. Suppose that the subnet uses
datagrams inside, and every packet follows a different route. Some of the packets might get
stuck in a traffic jam inside the subnet and take a long time to arrive, that is, they are stored in
the subnet and pop out much later.

The worst possible nightmare is as follows. A user establishes a connection with a bank, sends
messages telling the bank to transfer a large amount of maney to the account of a not-entirely-
trustworthy person, and then releases the connection. Unfortunately, each packet in the
scenario is duplicated and stored in the subnet. After the connection has been released, all the
packets pop out of the subnet and arrive at the destination in order, asking the bank to establish
a new connection, transfer money (again), and release the connection. The bank has no way of
telling that these are duplicates. it must assume that this is a second, independent transaction
{with same TCP connection), and transfers the meney again.

The crux of the problem is the existence of delayed duplicates.

» System crash

if a host crashes and loses its memory, it will no longer know which connections where active.
Sequence number may be inappropriately reused. The standard TCP specification requires that
a quiet-time be enforced after system recovery. This is specified twice the Maximum Segment
Lifetime (2 x MSL).

» Connection Closed

A similar pause of 2 x MSL is recommended after a connection is closed to ensure that both
sides can be assured that the close has been successful.
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Initial Sequence Numbers
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Prevent that delayed duplicates give inferaction between new and old connections. §

Each connection starts numbering its segments with a different ISN.

= An Initial Sequence Number (ISN) generator-clock ticks every 4us.

- The sequence space is so large that by the time ISN’s wrap-around (4.8 hr.),
segments with the same 1SN will have long since left the network.

Forbidden region; The TCP entity must not use sequence numbers (SN)
atime T (2 x MSL) before their potential use as ISN (for same connection).
Either delay the segment over T or resynchronize the sequence numbers.

There is no restriction on the reuse of a pair of sockets (= connection). New instances
{(incarnations) of old connections may encounter problems if the new incamation uses a
sequence number recently used by an earlier incarnation of a connection. Connections must be
reusable, especially after a crash of the host, without introducing problems with reuse of
sequence numbers {(which are finite and have a wrap-around problem} and subsequent
confusion over which segments contain the data associated with the most recent incarnation.

The Maximum Segment Lifetime (MSL = 120 sec) is the maximum amount of time any segment
can exist in the network before being discarded (due to the TTL mechanism of the {P datagrams
that carry the TCP segments).

An initial sequence number (ISN) generator is ticking at the rate of one ftick per 4 us. The ISN
space cycles approximately every 4.8 hours. It is assumed that segments do not stay in the
network for this long so that, by the time the ISN has recycled, any previous use of the segment
sequence number will have long since left the network.

« For any data rate less than the clock rate of the 1SN generator (1 byte/ 4us = 2Mbps), the
curve of actual sequence numbers used versus time will eventually run into the forbidden region
from the left. The greater the slope of the actual sequence number curve (of a connection), the
longer this event is delayed. Before sending a segment, the transport entity must check if it is
about to enter the forbidden region, and if so, either defay the segment for 2xMSL sec or
resynchronize the sequence numbers.,

+ After closing a connection or a system crash, a connection cannot be reused for a time
2xMSL.

* Very high speed nefworks (>286 Mbps = 2%2x 8bit/120sec) can consume the SN space at high
speeds and enier the forbidden region from underneath (problems within the same connection:
PAWS). In this case TCP timestamps in the TCP Echo and TCP Echo Reply opticns are used:
any arriving segment whose timestamp is earlier than the timestamp of the most recently
accepted segment should be discarded as an old duplicate.
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Delayed Duplicate Control Segment
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+ Normal three-way handshake operation

The three-way handshake accomplishes two important functions. It guarantees that both sides
are ready to transfer data (and that they know they are both ready), and it allows both sides fo
agree on initial sequence numbers. Sequence numbers are sent and acknowledged during the
handshake,

The two hosts can agree on sequence numbers for two streams (full-duplex) after only three
messages. The client host C that initiates a handshake, passes its initial sequence number, x,
in the sequence field of the first SYN segment in the three-way handshake. The responding
server host 3, receives the SYN, records the sequence number, and replies by sending its initial
sequence number in the sequence field as well as an acknowledgement that specifies that it
expects octet x+1 (acknowledgement of the ISN in the C— S direction). In the final SYN
message of the handshake, C acknowledges the ISN in the S — C direction.

* The three-way handshake in the presence of delayed duplicate control segments

The first segment is a delayed duplicate ACTIVE_OPEN request from an old connection. This
segment arrives at host S without host C's knowledge. TCPg reacts to this segment by sending
host C an acknowledgment, in effect asking for verification that host C was indeed trying to set
up a new connection. When host C rejects (RST segment) host S's attempt to establish, host S
realizes that it was tricked by a delayed duplicate and abandons the connection. In this way, a
delayed duplicate does no damage.

DATACOMMUNICATIE - Transport Protocols 29



ir. J. Meel - DE NAYER instituut 19/05/2008

3.3.2 TCP Connection Termination
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— - TCP segments
Initiating & [ ;g o Responding
Client & TGP Server
CLOSE -
{request) —-% Sy u
o CLOSING
w <
N OLOSE
FiN seq™W (request)
TERMINATE E T
{response) 5 % :
.‘ TERMINATE
(response)
!
time
TCP = full-duplex = two independent stream transfers (one for each direction)
FIN— and ACK<«: close the connection in direction — (ho data transfer in direction — )
data transfer in direction « with ACK until FIN « and ACK —: TCP removes connection

Two programs that use TCP to communicate, can terminate the conversation gracefully using
the close operation. Internally, TCP uses a modified three-way handshake to close connections.
TCP connections are full duplex and they can be viewed as containing two independent stream
transfers, one going in each direction. When an application program telis TCP that it has no
more data to send, TCP will close the connection in one direction. To close its half of a
connection, the sending TCP finishes transmitting the remaining data, waits for the receiver to
acknowledge it, and then sends a segment with the FIN bit set. The receiving TCP
acknowledges the FIN segment and informs the application program on its end that no more
data is available (CLOSING service primitive).

Once a connection has been closed in a given direction, TCP refuses fo accept more data for
that direction. Meanwhile, data can continue to flow in the opposite direction until the sender
closes it. Of course, acknowledgements continue to flow back to the sender even after a
connection has been closed. When both directions have been closed, the TCP entity at each
endpoint deletes its record of the connection.

The difference between three-way handshakes used to establish and terminate connections
occurs after a machine receives the initial FIN segment. instead of generating a second FIN
segment immediately, TCFP sends an acknowledgement and then informs the application of the
request to shut down. Informing the application program of the request and obtaining a
response may take considerable time (e.g., it may involve human interaction). The
acknowledgement prevents retransmission of the initial FIN segment during the wait. Finally,
when the application program instructs TCP fo shutf down the connection completely, TCP
sends the second FIN segment and the original site replies with the third message, an ACK. Itis
possible for the first ACK and the second FiN to be taken together in the same segment,
reducing the total count to three.
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Two-Army Problem

Blue army #1 Blue army #2

altack = disconnect
valley = unreliable channel White army

Blue army #1 or Blue army #2 < Whitearmy < Blue army #1 + Blue army 2

blue army #1 or blue army #2 attacks alone = loose
blue army #1 and blue army #2 attack simuftaneously = win

Iost? Blue army #1: "we aftack” —
+« "OK, we attack “ :Blue army #2 lost?

There always remains the uncertainty that the last essential message get through ... no solution!

The two-army problem, describes the problem of terminating a connection over a network with
packet loss. Imagine that a white army is encamped in a valley. On both of the surrounding
hillsides are blue armies. The white army is larger than either of the blue armies alone, but
together they are larger than the white army. if either blue army attacks by itself, i will be
defeated, but if the fwo blue armies atfack ‘simulfaneously’, they will be victorious.

The blue armies want to ‘synchronize’ their attacks. However, their only communication medium
is to send messengers on foot down into the valley, where they might be captured and the
message lost (i.e., they have to use an unreliable communication channel). The question is;
Does a protocol exist that allows the blue armies to win?

Suppose that the commander of blue army #1 sends a message reading: "l propose we attack
at dawn on March 29. How about it?" Now suppose that the message arrives, and the
commander of blue army #2 agrees, and that his reply gets safely back to biue army #1. Will the
attack happen? Probably not, because commander #2 does not know if his reply got through. If
it did not, blue army #1 will not attack, so it would be foclish for him to charge into battle.

Now let us improve the protocol by making it a three-way handshake. The initiator of the original
proposal must acknowledge the response. Assuming no messages are lost, blue army #2 will
get the acknowledgement, but the commander of blue army #1 will now hesitate. After all, he
does not know if his acknowledgement got through, and if it did not, he knows that blue army #2
will not attack. We could now make a four-way handshake protocol, but that does not help
either.
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TCP segments
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In fact, it can be proven that no protocol exists that works for the two-army problem. Suppose
that some protocol did exist. Either the last message of the protocol is essential or it is not. if it
is not, remove it (and any other unessential messages) until we are left with a protocol in which
every message is essential. What happens if the final message does not get through? We just
said that it was essential, so if it is lost, the attack does not take place. Since the sender of the
final message can never be sure of its arrival, he will not risk attacking. Worse yet, the other
blue army knows this, so it will not attack either.

To see the relevance of the two-army problem t{o releasing connections, just substitute
"disconnect” for "attack." If neither side is prepared to disconnect until it is convinced that the
other side is prepared to disconnect too, the disconnection will never happen.

In practice, one is usually prepared to take more risks when releasing connections than when
attacking white armies, so the situation is not entirely hopeless.

To avoid the two-army problem, fimers are used. If a response to a FIN is not forthcoming within
two maximum segment lifetimes (2 x 120 sec), the sender of the FIN releases the connection.
The other side will eventually notice that nobody seems to be listening to it any more, and time
out as well. While this solution is not perfect, given the fact that a perfect solution is theoretically
impossible, it will have fo do. In practice, problems rarely arise.

DATACOMMUNICATIE - Transport Protocols 32



ir. J. Meel - DE NAYER insfituut 19/05/2008

3. UDP = User Datagram Protocol

» connectionless datagram delivery
UDP has ‘minimal overhead' to transport client/server application messages
- establish/release a connection is not needed, data transfer can start directly
- no sequence numbers (no ordering of incoming datagrams)
- no acknowledgments, no retransmissions
- no flow control (datagrams can arrive faster than the receiver can process)
- no congestion control (ho feedback on the transmission rate of the source)

» unstructured byte-stream / buffered transfer
UDP uses buffered ports, preventing data loss if the process is not ready.

« multiplexed
UDP extends the host-to-host delivery service of the underlying |P network to
an application-to-application communication service. Many applications can
share access to a single UDP {ayer by the included multiplexing/demultiplexing.

» checksum
Error detection on the data.

* unreliable
UDP uses encapsulated raw 1P datagrams to transport application messages.
The application accepts full responsibility for handling the problem of reliability
(message loss, duplication, delay, out-of order delivery, loss of connectivity).

UDP uses the underlying Internet Protocol to transport a message from one host to another,
and provides the same unreliable, connectionless datagram delivery semantics as IP. it does
not use acknowledgements fo make sure messages arrive, it does not order incoming
messages, and it does not provide feedback to control the rate at which information flows
between the hosts. Thus, UDP messages can be lost, duplicated, or arrive out of order.
Furthermore, packets can arrive faster than the receiver can process them.

UDP is almost a null protocol. It offers only multiplexing/demuttiptexing (port number based,
many applications can share access fo a single UDP layer by the included
multiplexing/demultiplexing) and checksumming, nothing else. Higher level protocols using UDP
must provide their own retransmission, packetization, reassembly, flow control, congestion
avoidance, and so on, if any are required. By itself, UDP is no more reliable than the underlying
IP. UDP should pass up to the next layer any IP option that it receives, and should accept
oplion specifications and other important /P parameters from higher level protocols that it
shouid pass downward to IP, Similarly, all ICMP error messages received should be passed
upward to the application lying above UDP.

In general, ports are buffered, so data that arrives before a process (protocol port) is ready to
accept it, will not be lost. To achieve buffering, the protocol software located inside the
operating system places packets that arrive for a particular protocol port in a (finite) queue until
a process exiracts them.
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3.1 UDP Datagram Format

0 1516 31
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Source Port {optional) Destination Port

8 octets

UBDP Checksum

- UDP Length {in octets)

Source Port = 0 if no reply is expected.

Application; | | Application,| | Application,

port,

port

demultiplexing —

UDP datagram

iP layer
IP datagram

Each UDP message is called a user datagram. Conceptually, the user datagram consists of two
parts, a UDP header and UDP data area. The header is divided into four 16-bit fields (8 octets)
that specify the port from which the message was sent, the port to which the message is
destined, the message length, and a UDP checksum.

+ The Source Port and Destination Port fields contain the 18-bit UDP protocol port numbers
used to demultipfex datagrams among the processes waiting io receive them. The Source Port
is optional, (UDP is not connection oriented.) When used, it specifies the port to which replies
should be sent; if not used, it should be zero.

UDP provides protocol ports used to distinguish among multiple programs executing on a single
machine. That is, in addition to the data sent, each UDP message contains both a desfination
port number and a source port number, making it possible for the UDP software on the
destination to deliver the message to the correct receiving process and for the receiving
process o send a reply.

The IP layer is responsible only for transferring data between a pair of hosis on an internet,
whife the UDP layer is responsible only for differentialing among multiple sources or
deslinations within one host.

Typically, a receiving process must obtain or be assigned a port number, and must be listening
on that port for an arriving User Datagram to be delivered on that port. Arrival of a UDP
datagram destined for a port on which no 'listen' is pending, should give rise to an ICMP port
unreachable message and the UDP datagram is discarded.

* The Length field contains a count of octets in the UDP datagram, including the UDP header
and the user data. Thus, the minimum value for Length is eight, the length of the header alone.
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3.2 UDP Checksum Calculation

0 34 9 10 15 16 23 24 3
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IP-Source Addiess
85 TN e i e e
23 - IP Destination Address - |
g2 e
Protocol = 17 UDR fe
Source P_oﬁ {optional) : Destination Port
o -+ UDP Length (in octets) - UDP Checksum
& ALt — R :
@
=)
o
m E
]
4 K Checksum = 1¢(1csum(pseudoheader + header + padded data))

The UDP Checksum is optional and need not be used at all; a value of zero in the Checksum
field means that the checksum has not been computed. This allows implementations to operate
with little computational overhead when using UDP across a highly reliable local area network.
IP does not compute a checksum on the data portion of an IP datagram. Thus, the UDP
checksum provides the only way to guarantee that data has arrived intact.

+ The Checksum field in the UDP header contains a 16-bit integer checksum used to verify the
integrity of the data as well as the UDP header. To compute the checksum, UDP prepends a
pseudo header to the segment, appends enough bytes containing zero (at the data) to pad the
segment to a multiple of 16 bits, and computes the 16-bit checksum over the entire result (data
included). UDP assumes the checksum field itself is zero for purposes of the checksum
computation. As with other checksums, UDP uses 18-bit arithmetic and takes the one's
complement of the one's complement sum. At the receiving site, UDP software performs the
same computation to verify that the segment arrived intact.

The pseudo header allows the receiver to verify that the segment has reached its correct
destination, which includes both a host IP address as well as a protocol port number (the
socket). _

» The sending UDP assigns field Profocof the value that the underlying delivery system will use
in its protocol type field. For IP datagrams carrying UDP, the value 17.

* The UDP Length field specifies the total length of the UDP segment including the UDP header
{not the pseudo header or the octet for data padding).

* The pseudo header and the padding octet are nof fransmifted with the UDP segment, nor are
they included (counted) in the UDP Length.

» Using a pseudo header allows the receiver to verify that the segment has reached its correct
destination, which includes both a host IP address as well as a protocol port nhumber (the
socket).
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